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Foreword

ETAPS 2004 was the seventh instance of the European Joint Conferences on Theory and Practice of Software. ETAPS is an annual federated conference that was established in 1998 by combining a number of existing and new conferences. This year it comprised five conferences (FOSSACS, FASE, ESOP, CC, TACAS), 23 satellite workshops, 1 tutorial, and 7 invited lectures (not including those that are specific to the satellite events).

The events that comprise ETAPS address various aspects of the system development process, including specification, design, implementation, analysis and improvement. The languages, methodologies and tools that support these activities are all well within its scope. Different blends of theory and practice are represented, with an inclination towards theory with a practical motivation on the one hand and soundly based practice on the other. Many of the issues involved in software design apply to systems in general, including hardware systems, and the emphasis on software is not intended to be exclusive.

ETAPS is a loose confederation in which each event retains its own identity, with a separate program committee and independent proceedings. Its format is open-ended, allowing it to grow and evolve as time goes by. Contributed talks and system demonstrations are in synchronized parallel sessions, with invited lectures in plenary sessions. Two of the invited lectures are reserved for “unifying” talks on topics of interest to the whole range of ETAPS attendees. The aim of cramming all this activity into a single one-week meeting is to create a strong magnet for academic and industrial researchers working on topics within its scope, giving them the opportunity to learn about research in related areas, and thereby to foster new and existing links between work in areas that were formerly addressed in separate meetings.

ETAPS 2004 was organized by the LSI Department of the Catalonia Technical University (UPC), in cooperation with:

- European Association for Theoretical Computer Science (EATCS)
- European Association for Programming Languages and Systems (EAPLS)
- European Association of Software Science and Technology (EASST)
- ACM SIGACT, SIGSOFT and SIGPLAN

The organizing team comprised

Jordi Cortadella (Satellite Events), Nikos Mylonakis, Robert Nieuwenhuis, Fernando Orejas (Chair), Edelmira Pasarella, Sonia Perez, Elvira Pino, Albert Rubio

and had the assistance of TILESA OPC.

ETAPS 2004 received generous sponsorship from:
UPC, Spanish Ministry of Science and Technology (MCYT), Catalan Department for Universities, Research and Information Society (DURSI), IBM, Intel.

Overall planning for ETAPS conferences is the responsibility of its Steering Committee, whose current membership is:

Ratislav Bodik (Berkeley), Maura Cerioli (Genoa), Evelyn Duesterwald (IBM, Yorktown Heights), Hartmut Ehrig (Berlin), José Fiadeiro (Leicester), Marie-Claude Gaudel (Paris), Andy Gordon (Microsoft Research, Cambridge), Roberto Gorrieri (Bologna), Nicolas Halbwachs (Grenoble), Gürel Hedin (Lund), Kurt Jensen (Aarhus), Paul Klint (Amsterdam), Tiziana Margaria (Dortmund), Ugo Montanari (Pisa), Hanne Riis Nielson (Copenhagen), Fernando Orejas (Barcelona), Mauro Pezzè (Milan), Andreas Podelski (Saarbrücken), Mooly Sagiv (Tel Aviv), Don Sannella (Edinburgh), Vladimiro Sassone (Sussex), David Schmidt (Kansas), Bernhard Steffen (Dortmund), Perdita Stevens (Edinburgh), AndrzejTarlecki (Warsaw), Igor Walukiewicz (Bordeaux), Michel Wermelinger (Lisbon)

I would like to express my sincere gratitude to all of these people and organizations, the program committee chairs and PC members of the ETAPS conferences, the organizers of the satellite events, the speakers themselves, and finally Springer-Verlag for agreeing to publish the ETAPS proceedings. This year, the number of submissions approached 600, making acceptance rates fall to 25%. I congratulate the authors who made it into the final program! I hope that all the other authors still found a way of participating in this exciting event and I hope you will continue submitting.

In 2005, ETAPS will be organized by Don Sannella in Edinburgh. You will be welcomed by another “local”: my successor as ETAPS Steering Committee Chair – Perdita Stevens. My wish is that she will enjoy coordinating the next three editions of ETAPS as much as I have. It is not an easy job, in spite of what Don assured me when I succeeded him! But it is definitely a very rewarding one. One cannot help but feel proud of seeing submission and participation records being broken one year after the other, and that the technical program reached the levels of quality that we have been witnessing. At the same time, interacting with the organizers has been a particularly rich experience. Having organized the very first edition of ETAPS in Lisbon in 1998, I knew what they were going through, and I can tell you that each of them put his/her heart, soul, and an incredible amount of effort into the organization. The result, as we all know, was brilliant on all counts! Therefore, my last words are to thank Susanne Graf (2002), Andrzej Tarlecki and Paweł Urzyczyn (2003), and Fernando Orejas (2004) for the privilege of having worked with them.

Leicester, January 2004

José Luiz Fiadeiro
ETAPS Steering Committee Chairman
Resources, Concurrency, and Local Reasoning
(Abstract)

Peter W. O’Hearn

Queen Mary, University of London

In the 1960s Dijkstra suggested that, in order to limit the complexity of potential process interactions, concurrent programs should be designed so that different processes behave independently, except at rare moments of synchronization [3]. Then, in the 1970s Hoare and Brinch Hansen argued that debugging and reasoning about concurrent programs could be considerably simplified using compiler-enforceable syntactic constraints that preclude interference [4,1]; scope restrictions were described which had the effect that all process interaction was mediated by a critical region or monitor. Based on such restrictions Hoare described proof rules for shared-variable concurrency that were beautifully modular [4]: one could reason locally about a process, and simple syntactic checks ensured that no other process could tamper with its state in a way that invalidated the local reasoning.

The major problem with Hoare and Brinch Hansen’s proposal is that its scope-based approach to resource separation is too restrictive for many realistic programs. It does not apply to flexible but unstructured constructs such as semaphores, and the syntactic checks it relies on are insufficient to rule out interference in the presence of pointers and aliasing. Proof methods were subsequently developed which allow reasoning in the presence of interference [9,10,5], and the reasoning that they support is much more powerful than that of [4], but also much less modular.

There is thus a mismatch, between the intuitive basis of concurrent programming with resources, where separation remains a vital design idea, and formal techniques for reasoning about such programs, where methods based on separation are severely limited. The purpose of this work is to revisit these issues, using the recent formalism of separation logic [11]. The general point is that by using a logic of resources [7] rather than syntactic constraints we can overcome the limitations of scope-based approaches, while retaining their modular character. We describe a variation on the proof rules of Hoare for conditional critical regions, using the “separating conjunction” connective to preclude pointer-based interference. With the modified rules we can at once handle many examples where a linked data structure rather than, say, an array is used within a process, or within a data abstraction that mediates interprocess interaction.

The rules have a further interesting effect when a data abstraction keeps track of pointers as part of its data, rather than just as part of its implementation. The separating conjunction allows us to partition memory in a dynamically reconfigurable way, extending the static partitioning done by critical regions or monitors when there is no heap. This enables us to handle a number of subtler
programs, where a pointer is transferred from one process to another, or between a process and a monitor, and the ownership of the storage pointed to transfers with it. Ownership transfer is common in systems programs. For example, interaction with a memory manager results in pieces of storage transferring between the manager and its clients as allocation and deallocation operations are performed [8]. Another typical example is efficient message passing, where a pointer is transferred from one process to another in order to avoid copying large pieces of data.

Dynamic partitioning turns out also to be the key to treating lower level, unstructured constructs which do not use explicit critical regions. In particular, our formalism supports a view of semaphores as ownership transformers, that (logically) release and seize portions of storage in addition to their (operational) behaviour as counting-based synchronizers. Local reasoning [6] is possible in such a situation because dynamic, non scope-based, uses of semaphores to protect resources are matched by the dynamic, non scope-based, approach to resource separation provided by separation logic.

A special role in this work is played by “precise” assertions, which are ones that unambiguously specify a portion of storage (an assertion is precise if, for any given heap, there is at most one subheap that satisfies it). Precision is essential for the soundness of the proof rules, which work by decomposing the state in a system into that owned by various processes and resources (or monitors). Precise assertions fulfill a similar role in recent work on information hiding [8], and are used by Brookes in his semantic analysis of our concurrency proof rules [2].
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Relational Abstract Domains for the Detection of Floating-Point Run-Time Errors*

Antoine Miné
DI-École Normale Supérieure de Paris, France,
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Abstract. We present a new idea to adapt relational abstract domains to the analysis of IEEE 754-compliant floating-point numbers in order to statically detect, through Abstract Interpretation-based static analyses, potential floating-point run-time exceptions such as overflows or invalid operations. In order to take the non-linearity of rounding into account, expressions are modeled as linear forms with interval coefficients. We show how to extend already existing numerical abstract domains, such as the octagon abstract domain, to efficiently abstract transfer functions based on interval linear forms. We discuss specific fixpoint stabilization techniques and give some experimental results.

1 Introduction

It is a well-established fact, since the failure of the Ariane 5 launcher in 1996, that run-time errors in critical embedded software can cause great financial—and human—losses. Nowadays, embedded software is becoming more and more complex. One particular trend is to abandon fixed-point arithmetics in favor of floating-point computations. Unfortunately, floating-point models are quite complex and features such as rounding and special numbers (infinities, NaN, etc.) are not always understood by programmers. This has already led to catastrophic behaviors, such as the Patriot missile story told in [16].

Much work is concerned about the precision of the computations, that is to say, characterizing the amount and cause of drift between a computation on perfect reals and the corresponding floating-point implementation. Ours is not. We seek to prove that an exceptional behavior (such as division by zero or overflow) will not occur in any execution of the analyzed program. While this is a simpler problem, our goal is to scale up to programs of hundreds of thousands of lines with full data coverage and very few (even none) false alarms.

Our framework is that of Abstract Interpretation, a generic framework for designing sound static analyses that already features many instances [6,7]. We adapt existing relational numerical abstract domains (generally designed for the analysis of integer arithmetics) to cope with floating-point arithmetics. The need for such domains appeared during the successful design of a commissioned special-purpose prototype analyzer for a critical embedded avionics

* This work was partially supported by the ASTRÉE RNTL project.
system. Interval analysis, used in a first prototype [3], proved too coarse because error-freeness of the analyzed code depends on tests that are inherently poorly abstracted in non-relational abstract domains. We also had to design special-purpose widenings and narrowings to compensate for the pervasive rounding errors, not only in the analyzed program, but also introduced by our efficient abstractions. These techniques were implemented in our second prototype whose overall design was presented in [4]. The present paper focuses on improvements and novel unpublished ideas; it is also more generic.

2 Related Work

Abstract Domains. A key component in Abstract-Interpretation-based analyses is the abstract domain which is a computer-representable class of program invariants together with some operators to manipulate them: transfer functions for guards and assignments, a control-flow join operator, and fixpoint acceleration operators (such as widenings $\lor$ and narrowings $\Delta$) aiming at the correct and efficient analysis of loops. One of the simplest yet useful abstract domain is the widespread interval domain [6]. Relational domains, which are more precise, include Cousot and Halbwachs’s polyhedron domain [8] (corresponding to invariants of the form $\sum c_i v_i \leq c$), Miné’s octagon domain [14] ($\pm v_i \pm v_j \leq c$), and Simon’s two variables per inequality domain [15] ($\alpha v_i + \beta v_j \leq c$). Even though the underlying algorithms for these relational domains allow them to abstract sets of reals as well as sets of integers, their efficient implementation—in a maybe approximate but sound way—using floating-point numbers remains a challenge. Moreover, these relational domains do not support abstracting floating-point expressions, but only expressions on perfect integers, rationals, or reals.

Floating-Point Analyses. Much work on floating-point is dedicated to the analysis of the precision of the computations and the origins of the rounding errors. The CESTAC method [17] is widely used, but also much debated as it is based on a probabilistic model of error distribution and thus cannot give sound answers. An interval-based Abstract Interpretation for error terms is proposed in [1]. Some authors [11,13] go one step further by allowing error terms to be related in relational, even non-linear, domains. Unfortunately, this extra precision does not help when analyzing programs whose correctness also depends upon relations between variables and not only error terms (such as programs with inequality tests, as in Fig. 3).

Our Work. We first present our IEEE 754-based computation model (Sect. 3) and recall the classical interval analysis adapted to floating-point numbers (Sect. 4). We present, in Sect. 5, an abstraction of floating-point expressions in terms of interval linear forms over the real field and use it to refine the interval domain. Sect. 6 shows how some relational abstract domains can be efficiently adapted to work on these linear forms. Sect. 7 presents adapted widening and narrowing techniques. Finally, some experimental results are shown in Sect. 8.
3 IEEE 754-Based Floating-Point Model

We present in this section the concrete floating-point arithmetics model that we wish to analyze and which is based on the widespread IEEE 754-1985 [5] norm.

3.1 IEEE 754 Floating-Point Numbers

The binary representation of a IEEE 754 number is composed of three fields:

- a 1-bit sign \( s \);
- an exponent \( e - \text{bias} \), represented by a biased \( e \)-bit unsigned integer \( e \);
- a fraction \( f = .b_1 \ldots b_p \), represented by a \( p \)-bit unsigned integer.

The values \( e \), \( \text{bias} \), and \( p \) are format-specific. We will denote by \( F \) the set of all available formats and by \( f = 32 \) the 32-bit single format (\( e = 8 \), \( \text{bias} = 127 \), and \( p = 23 \)). Floating-point numbers belong to one of the following categories:

- normalized numbers \((-1)^e \times 2^{\text{bias}} \times 1.f \), when \( 1 \leq e \leq 2^e - 2 \);
- denormalized numbers \((-1)^e \times 2^{\text{bias}} \times 0.f \), when \( e = 0 \) and \( f \neq 0 \);
- \(+0\) or \(-0\) (depending on \( s \)), when \( e = 0 \) and \( f = 0 \);
- \(+\infty\) or \(-\infty\) (depending on \( s \)), when \( e = 2^e - 1 \) and \( f = 0 \);
- error codes (so-called \( \text{NaN} \)), when \( e = 2^e - 1 \) and \( f \neq 0 \).

For each format \( f \in F \) we define in particular:

- \( m_f = 2^1 - \text{bias} - p \) the smallest non-zero positive number;
- \( M_f = (2 - 2^{-p})2^{2^e - \text{bias} - 2} \), the largest non-infinity number.

The special values \(+\infty\) and \(-\infty\) may be generated as a result of operations undefined on \( \mathbb{R} \) (such as \(1/0\)), or when a result’s absolute value overflows \( M_f \). Other undefined operations (such as \(+0/+0\)) result in a \( \text{NaN} \) (that stands for \textit{Not A Number}). The sign of 0 serves only to distinguish between \(1/+0 = +\infty\) and \(1/-0 = -\infty\); \(+0\) and \(-0\) are indistinguishable in all other contexts (even comparison).

Due to the limited number of digits, the result of a floating-point operation needs to be rounded. IEEE 754 provides four rounding modes: towards 0, towards \(+\infty\), towards \(-\infty\), and to nearest. Depending on this mode, either the floating-point number directly smaller or directly larger than the exact real result is chosen (possibly \(+\infty\) or \(-\infty\)). Rounding can build infinities from non-infinities operands (this is called \textit{overflow}), and it may return zero when the absolute value of the result is too small (this is called \textit{underflow}). Because of this rounding phase, most algebraic properties of \( \mathbb{R} \), such as associativity and distributivity, are lost. However, the opposite of a number is always exactly represented (unlike what happens in two-complement integer arithmetics), and comparison operators are also exact. See [10] for a description of the classical properties and pitfalls of the floating-point arithmetics.

3.2 Custom Floating-Point Computation Model

We focus our analysis on the large class of programs that treat floating-point arithmetics as a practical approximation to the mathematical reals \( \mathbb{R} \): roundings and underflows are tolerated, but not overflows, divisions by zero or invalid operations, which are considered run-time errors and halt the program. Our goal is to detect such behaviors. In this context, \(+\infty\), \(-\infty\), and \( \text{NaNs} \) can never
\[ R_{f,+\infty}(x) = \begin{cases} \Omega & \text{if } x > M_f \\ \min\{y \in \mathbb{F}_f \mid y \geq x\} & \text{otherwise} \end{cases} \]

\[ R_{f,-\infty}(x) = \begin{cases} \Omega & \text{if } x < -M_f \\ \max\{y \in \mathbb{F}_f \mid y \leq x\} & \text{otherwise} \end{cases} \]

\[ R_{f,0}(x) = \begin{cases} \min\{y \in \mathbb{F}_f \mid y \geq x\} & \text{if } x \leq 0 \\ \max\{y \in \mathbb{F}_f \mid y \leq x\} & \text{if } x \geq 0 \end{cases} \]

\[ R_{f,n}(x) = \begin{cases} \Omega & \text{if } |x| \geq (2 - 2^{p-1})2^\text{bias}-2 \\ M_f & \text{else if } x \geq M_f \\ -M_f & \text{else if } x \leq -M_f \\ R_{f,-\infty}(x) & \text{else if } |R_{f,-\infty}(x) - x| < |R_{f,+\infty}(x) - x| \\ R_{f,+\infty}(x) & \text{else if } |R_{f,+\infty}(x) - x| < |R_{f,-\infty}(x) - x| \\ R_{f,-\infty}(x) & \text{else if } R_{f,-\infty}(x)'s \text{ least significant bit is } 0 \\ R_{f,+\infty}(x) & \text{else if } R_{f,+\infty}(x)'s \text{ least significant bit is } 0 \end{cases} \]

**Fig. 1.** Rounding functions, extracted from [5].

\[
\begin{align*}
[\text{const}_{f,r}(c)]_\rho &= R_{f,r}(c) \\
[v]_\rho &= \rho(v) \\
[\text{cast}_{f,r}(e)]_\rho &= R_{f,r}([e]_\rho) & \text{if } [e]_\rho \neq \Omega \\
[e_1 \odot_{f,r} e_2]_\rho &= R_{f,r}([e_1]_\rho \cdot [e_2]_\rho) & \text{if } [e_1]_\rho, [e_2]_\rho \neq \Omega, \cdot \in \{+, -, \times\} \\
[e_1 \odot_{f,r} e_2]_\rho &= R_{f,r}([e_1]_\rho / [e_2]_\rho) & \text{if } [e_1]_\rho \neq \Omega, [e_2]_\rho \notin \{0, \Omega\} \\
[e]_\rho &= -(\bar{e})_\rho & \text{if } [e]_\rho \neq \Omega \\
[\text{expr}_f]_\rho &= \Omega & \text{in all other cases}
\end{align*}
\]

**Fig. 2.** Expression concrete semantics, extracted from [5].

be created and, as a consequence, the difference between +0 and −0 becomes irrelevant. For every format \( f \in \mathbf{F} \), the set of floating-point numbers will be assimilated to a finite subset of \( \mathbb{R} \) denoted by \( \mathbb{F}_f \). The grammar of floating-point expressions of format \( f \) includes constants, variables \( v \in \mathcal{V}_f \) of format \( f \), casts (conversion from another format), binary and unary arithmetic operators (circled in order to distinguish them from the corresponding operators on reals):

\[
\text{expr}_f ::= \text{const}_{f,r}(c) \quad c \in \mathbb{R} \\
| \quad v \quad v \in \mathcal{V}_f \\
| \quad \text{cast}_{f,r}(\text{expr}_f) \\
| \quad \text{expr}_f \odot_{f,r} \text{expr}_f \quad \od \in \{\oplus, \odot, \ominus, \oslash\} \\
| \quad \ominus \text{expr}_f
\]

Some constructs are tagged with a floating-point format \( f \in \mathbf{F} \) and a rounding mode \( r \in \{n, 0, +\infty, -\infty\} \) (\( n \) representing rounding to nearest). A notable exception is the unary minus \( \ominus \) which does not incur rounding and never results in a run-time error as all the \( \mathbb{F}_f \)'s are perfectly symmetric.

An environment \( \rho \in \prod_{f \in \mathbf{F}} (\mathcal{V}_f \to \mathbb{F}_f) \) is a function that associates to each variable a floating-point value of the corresponding format. Fig. 2 gives the concrete semantics \([\text{expr}_f]_\rho \in \mathbb{F}_f \cup \{\Omega\}\) of the expression \( \text{expr}_f \) in the envi-
environment $\rho$: it can be a number or the run-time error $\Omega$. This semantics uses solely the regular operators $+,-,\times,/,$ on real numbers and the rounding function $R_{f,r} : \mathbb{R} \to \mathbb{F}_f \cup \{\Omega\}$ defined in Fig. 1. It corresponds exactly to the IEEE 754 norm [5] where the overflow, division by zero, and invalid operation exception traps abort the system with a run-time error.

4 Floating-Point Interval Analysis

Floating-Point Interval Arithmetics. The idea of interval arithmetics is to over-approximate a set of numbers by an interval represented by its lower and upper bounds. For each format $f$, we will denote by $\mathbb{I}_f$ the set of real intervals with bounds in $\mathbb{F}_f$. As $\mathbb{F}_f$ is totally ordered and bounded, any subset of $\mathbb{F}_f$ can be abstracted by an element of $\mathbb{I}_f$. Moreover, as all rounding functions $R_{f,r}$ are monotonic, we can compute the bounds of any expression using pointwise operations only, ensuring efficient implementation within an analyzer. A first idea is to use the very same format and rounding mode in the abstract as in the concrete, which would give, for instance, the following addition ($\Omega$ denoting a run-time error):

$$[a^-;a^+] \oplus_{f,r} [b^-;b^+] = \begin{cases} \Omega & \text{if } a^- \oplus_{f,r} b^- = \Omega \text{ or } a^+ \oplus_{f,r} b^+ = \Omega \\ [a^- \oplus_{f,r} b^-; a^+ \oplus_{f,r} b^+] & \text{otherwise} \end{cases}$$

A drawback of this semantics is that it requires the analyzer to determine, for each instruction, which rounding mode $r$ and which format $f$ are used. This may be difficult as the rounding mode can be changed at run-time by a system call, and compilers are authorized to perform parts of computations using a more precise IEEE format that is required by the programmer (on Intel x86, all floating-point registers are 80-bit wide and rounding to the user-specified format occurs only when the results are stored into memory). Unfortunately, using in the abstract a floating-point format different from the one used in the concrete computation is not sound.

The following semantics, inspired from the one presented in [11], solves these problems by providing an approximation that is independent from the concrete rounding mode (assuming always the worst: towards $-\infty$ for the lower bound and towards $+\infty$ for the upper bound):

- $\textit{const}_f^*(c) = [\textit{const}_{f,-\infty}(c); \textit{const}_{f,\infty}(c)]$
- $\textit{cast}_f^*(c) = [\textit{cast}_{f,-\infty}(c); \textit{cast}_{f,\infty}(c)]$
- $[a^-;a^+] \oplus_{f} [b^-;b^+] = [a^- \oplus_{f,-\infty} b^-; a^+ \oplus_{f,\infty} b^+]$
- $[a^-;a^+] \ominus_{f} [b^-;b^+] = [\min((a^+ \ominus_{f,-\infty} b^+), (a^- \ominus_{f,-\infty} b^-), (a^- \ominus_{f,\infty} b^-), (a^+ \ominus_{f,\infty} b^+)); \max((a^+ \ominus_{f,\infty} b^+), (a^- \ominus_{f,\infty} b^-), (a^- \ominus_{f,-\infty} b^-), (a^+ \ominus_{f,-\infty} b^+))]$
- $[a^-;a^+] \odot_{f} [b^-;b^+] =$
  - $\Omega$ if $b^- \leq 0 \leq b^+$
  - $[\min((a^+ \odot_{f,-\infty} b^+), (a^- \odot_{f,-\infty} b^-), (a^+ \odot_{f,-\infty} b^-), (a^- \odot_{f,-\infty} b^-));$
for (n=0;n≤N;n++) {
    // fetch X in $[-128;128]$ and D in $[0;16]$
    S = Y;
    R = X ⊕_{32,n} S;
    Y = X;
    if (R ≤ ⊕D) Y = S ⊕_{32,n} D;
    if (R ≥ D) Y = S ⊕_{32,n} D;
}

Fig. 3. Simple rate limiter function with input $X$, output $Y$, and maximal rate variation $D$.

$$\max((a^+ ⊕_{f,+∞} b^+), (a^- ⊕_{f,+∞} b^+), (a^+ ⊕_{f,+∞} b^-), (a^- ⊕_{f,+∞} b^-))$$

otherwise
• $⊗[^{2}\rho][a^-;a^+] = [⊗a^+;⊗a^-]$
• return $Ω$ if one interval bound evaluates to $Ω$

This semantics frees the analyzer from the job of statically determining the rounding mode of the expressions and allows the analyzer to use, in the abstract, less precise formats that those used in the concrete (however, using a more precise format in the abstract remains unsound).

Floating-Point Interval Analysis. Interval analysis is a non-relational Abstract Interpretation-based analysis where, at each program point and for each variable, the set of its possible values during all executions reaching this point is over-approximated by an interval. An abstract environment $^aρ$ is a function mapping each variable $v ∈ V_f$ to an element of $I_f$. The abstract value $[expr_f]^aρ ∈ I_f ∪ \{Ω\}$ of an expression $expr_f$ in an abstract environment $^aρ$ can be derived by induction using the interval operators defined in the preceding paragraph.

An assignment $v ← expr_f$ performed in an environment $^aρ$ returns $^aρ$ where $v$’s value has been replaced by $[expr_f]^aρ$ if it does not evaluate to $Ω$, and otherwise by $\mathbb{F}_f$ (the top value) and reports an error. Most tests can only be abstracted by ignoring them (which is sound). Even though for simple tests such as, for instance, $X ≤ Y ⊕_{f,c}$, the interval domain is able to refine the bounds for $X$ and $Y$, it cannot remember the relationship between these variables. Consider the more complete example of Fig. 4. It is a rate limiter that given random input flows $X$ and $D$, bounded respectively by $[-128;128]$ and $[0;16]$, computes an output flow $Y$ that tries to follow $X$ while having a change rate limited by $D$. Due to the imprecise abstraction of tests, the interval domain will bound $Y$ by $[-128 - 16n;128 + 16n]$ after $n$ loop iterations while in fact it is bounded by $[-128;128]$ independently from $n$. If $N$ is too big, the interval analysis will conclude that the limiter may overflow while it is in fact always perfectly safe.

5 Linearization of Floating-Point Expressions

Unlike the interval domain, relational abstract domains rely on algebraic properties of operators, such as associativity and distributivity, that are not true in the floating-point world. Our solution is to approximate floating-point expressions by linear expressions in the real field with interval coefficients and free variables in $V = \cup_{f∈F} V_f$. Let $i + \sum_{v∈V} i_v v$ be such a linear form; it can be viewed as a
function from $\mathbb{R}^\mathcal{V}$ to the set of real intervals. For the sake of efficiency, interval coefficient bounds will be represented by floating-point numbers in a format $\mathbb{f}$ that is efficient on the analyzer’s platform: $i, i_\ell \in \mathbb{I}_\mathbb{f}$. Because, for all $\mathbb{f}$ and $\cdot \in \{+, -, \times, /\}$, $\odot^\mathbb{f}$ is a valid over-approximation of the corresponding real interval arithmetics operation, we can define the following sound operators $\boxplus^\mathbb{f}$, $\boxtimes^\mathbb{f}$, $\ominus^\mathbb{f}$, $\boxdot^\mathbb{f}$ on linear forms:

\begin{itemize}
  \item $(i + \sum_{v \in \mathcal{V}} i_v v) \boxplus^\mathbb{f} (i' + \sum_{v \in \mathcal{V}} i'_v v) = (i \boxplus^\mathbb{f} i') + \sum_{v \in \mathcal{V}} (i_v \boxplus^\mathbb{f} i'_v) v$
  \item $(i + \sum_{v \in \mathcal{V}} i_v v) \boxtimes^\mathbb{f} (i' + \sum_{v \in \mathcal{V}} i'_v v) = (i \boxtimes^\mathbb{f} i') + \sum_{v \in \mathcal{V}} (i_v \boxtimes^\mathbb{f} i'_v) v$
  \item $i \ominus^\mathbb{f} (i' + \sum_{v \in \mathcal{V}} i'_v v) = (i \ominus^\mathbb{f} i') + \sum_{v \in \mathcal{V}} (i_v \ominus^\mathbb{f} i'_v) v$
  \item $(i + \sum_{v \in \mathcal{V}} i_v v) \boxdot^\mathbb{f} i' = (i \boxdot^\mathbb{f} i') + \sum_{v \in \mathcal{V}} (i_v \boxdot^\mathbb{f} i'_v) v$
\end{itemize}

Given an expression $\text{expr}_\mathbb{f}$ and an interval abstract environment $\rho^\mathbb{f}$ as in Sect. 4, we construct the interval linear form $(\text{expr}_\mathbb{f}) \rho^\mathbb{f}$ on $\mathcal{V}$ as follows:

\begin{itemize}
  \item $(\text{const}_\mathbb{f}, r(c)) \rho^\mathbb{f} = [\text{const}_\mathbb{f}, -\infty(c); \text{const}_\mathbb{f}, +\infty(c)]$
  \item $(v_\ell) \rho^\mathbb{f} = [1; 1] v_\ell$
  \item $(\text{cast}_\mathbb{f}, e) \rho^\mathbb{f} = (e) \rho^\mathbb{f} \boxplus^\mathbb{f} \varepsilon_\mathbb{f}((e) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \text{mf}_\mathbb{f}[1; 1]$
  \item $(e_1 \odot^\mathbb{f}, r e_2) \rho^\mathbb{f} = (e_1) \rho^\mathbb{f} \boxplus^\mathbb{f} (e_2) \rho^\mathbb{f} \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_1) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_2) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \text{mf}_\mathbb{f}[1; 1]$
  \item $(a; b) \boxtimes^\mathbb{f} (e_2) \rho^\mathbb{f} = ([a; b] \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_2) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \text{mf}_\mathbb{f}[1; 1]$
  \item $(e_1 \odot^\mathbb{f}, r e_2) \rho^\mathbb{f} = (e_1) \rho^\mathbb{f} \boxplus^\mathbb{f} (e_2) \rho^\mathbb{f} \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_1) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_2) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \text{mf}_\mathbb{f}[1; 1]$
  \item $(a; b) \boxtimes^\mathbb{f} (e_2) \rho^\mathbb{f} = ([a; b] \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_2) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \text{mf}_\mathbb{f}[1; 1]$
  \item $(e_1 \odot^\mathbb{f}, r e_2) \rho^\mathbb{f} = (e_1) \rho^\mathbb{f} \boxplus^\mathbb{f} (e_2) \rho^\mathbb{f} \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_1) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \varepsilon_\mathbb{f}((e_2) \rho^\mathbb{f}) \boxtimes^\mathbb{f} \text{mf}_\mathbb{f}[1; 1]$
\end{itemize}

where the “error” $\varepsilon_\mathbb{f}(l)$ of the linear form $l$ is the following linear form:

$$
\varepsilon_\mathbb{f}\left([a; b] + \sum_{v \in \mathcal{V}} [a_v; b_v] v\right) = \left(\max(|a|, |b|) \boxtimes^\mathbb{f} [-2^{-p}; 2^{-p}] \right) + \sum_{v \in \mathcal{V}} \left(\max(|a_v|, |b_v|) \boxtimes^\mathbb{f} [-2^{-p}; 2^{-p}] \right) v
$$

($p$ is the fraction size in bits for the format $\mathbb{f}$, see Sect. 3.1)

and the “intervalization” $\iota(l) \rho^\mathbb{f}$ function over-approximates the range of the linear form $l$ in the abstract environment $\rho^\mathbb{f}$ as the following interval of $\mathbb{I}_\mathbb{f}$:

$$
\iota\left(i + \sum_{v \in \mathcal{V}} i_v v\right) \rho^\mathbb{f} = i \boxplus^\mathbb{f} \left(\bigoplus_{\mathbb{f}}^{\mathbb{f}} i_v \boxtimes^\mathbb{f} \rho^\mathbb{f}(v)\right)
$$

(any summation order for $\bigoplus_{\mathbb{f}}^{\mathbb{f}}$ is sound)

Note that this semantics is very different from the one proposed by Goubault in [11] and subsequently used in [13]. In [11], each operation introduces a new variable representing an error term, and there is no need for interval coefficients.
About \( \iota \). Dividing a linear form by another linear form which is not reduced to an interval does not yield a linear form. In this case, the \( \iota \) operator is used to over-approximate the divisor by a single interval before performing the division. The same holds when multiplying two linear forms not reduced to an interval, but we can choose to apply \( \iota \) to either argument. For the sake of simplicity, we chose here to “intervalize” the left argument. Moreover, any non-linear operator (such as, e.g., square root or sine) could be dealt with by performing the corresponding operator on intervals after “intervalizing” its argument(s).

About \( \varepsilon_f \). To account for rounding errors, an upper bound of \( |\langle x \cdot y \rangle - (x \cdot y)\rangle \) (where \( \cdot \in \{+, -, \times, /\} \)) is included in \( \langle \text{expr}_f \rangle \rho^\# \). It is the sum an error relative to the arguments \( x \) and \( y \), expressed using \( \varepsilon_f \), and an absolute error \( m f_f \) due to a possible underflow. Unlike what happened with interval arithmetics, correct error computation does not require the abstract operators to use floating-point formats that are no more precise than the concrete ones: the choice of \( \text{fa} \) is completely free.

About \( \Omega \). It is quite possible that, during the computation of \( \langle \text{expr}_f \rangle \rho^\# \), a floating-point run-time error \( \Omega \) occurs. In that case, we will say that the linearization “failed”. It does not mean that the program has a run-time error, but only that we cannot compute a linearized expression and must revert to the classical interval arithmetics.

Main Result. When we evaluate in \( \mathbb{R} \) the linear form \( \langle \text{expr}_f \rangle \rho^\# \) in a concrete environment \( \rho \) included in \( \rho^\# \) we get a real interval that over-approximates the concrete value of the expression:

\textbf{Theorem 1.}

\textit{If } \( \ceil{\text{expr}_f} \rho^\# \neq \Omega \text{ and the linearization does not fail and } \forall v \in \mathcal{V}, \rho(v) \in \rho^\#(v), \text{ then } \ceil{\text{expr}_f} \rho \in \langle \text{expr}_f \rangle \rho^\#(\rho). \)

Linear Form Propagation. As the linearization manipulates expressions symbolically, it is able to perform simplifications when the same variable appears several times. For instance \( Z \leftarrow X \oplus_{32,n} (0.25 \otimes_{32,n} X) \) will be interpreted as \( Z \leftarrow [0.749 \cdots ; 0.750 \cdots ]X + 2.35 \cdots 10^{-38}[−1; 1] \). Unfortunately, no simplification can be done if the expression is broken into several statements, such as in \( Y \leftarrow 0.25 \otimes_{32,n} X; Z \leftarrow X \oplus_{32,n} Y \). Our solution is to remember, in an extra environment \( \rho^\#_i \), the linear form assigned to each variable and use this information while linearizing: we set \( \langle v_f \rangle (\rho^\#, \rho^\#_i) = \rho^\#_i(v) \) instead of \( [−1; 1]v_f \). Care must be taken, when a variable \( v \) is modified, to discard all occurrences of \( v \) in \( \rho^\#_i \). Effects of tests on \( \rho^\#_i \) are ignored. Our partial order on linear forms is flat, so, at control-flow joins, only variables that are associated with the same linear form in both environments are kept; moreover, we do not need any widening. This technique is reminiscent of Kildall’s constant propagation [12].

Applications. A first application of linearization is to improve the precision of the interval analysis. We simply replace \( \ceil{\text{expr}_f} \rho^\# \) by \( \langle \text{expr}_f \rangle \rho^\# \cap \iota(\langle \text{expr}_f \rangle \rho^\#) \rho^\# \) whenever the hypotheses of Thm. 1 hold.
While improving the assignment transfer function (through expression simplification), this is not sufficient to treat tests precisely. For this, we need relational domains. Fortunately, Thm. 1 also means that if we have a relational domain that manipulates sets of points with real coordinates \( \mathbb{R}^V \) and that is able to perform assignments and tests of linear expressions with interval coefficients, we can use it to perform relational analyses on floating-point variables. Consider, for instance, the following algorithm to handle an assignment \( v \leftarrow \text{expr}_f \) in such a relational domain (the procedure would be equivalent for tests):

- If \( \llbracket \text{expr}_f \rrbracket^2 \rho^2 = \Omega \), then we report a run-time error and apply the transfer function for \( v \leftarrow \mathbb{F}_f \).
- Else, if the linearization of \( \text{expr}_f \) fails, then we do not report an error but apply the transfer function for \( v \leftarrow \llbracket \text{expr}_f \rrbracket^2 \rho^2 \).
- Otherwise, we do not report an error but apply the transfer function for \( v \leftarrow \lfloor \text{expr}_f \rfloor \rho^2 \).

Remark how we use the interval arithmetics to perform the actual detection of run-time errors and as a fallback when the linearization cannot be used.

6 Adapting Relational Abstract Domains

We first present in details the adaptation of the octagon abstract domain [14] to use floating-point arithmetics and interval linear forms, which was implemented in our second prototype analyzer [4]. We then present in less details some ideas to adapt other domains.

6.1 The Octagon Abstract Domain

The octagon abstract domain [14] can manipulate sets of constraints of the form \( \pm x \pm y \leq c \), \( x, y \in V \), \( c \in \mathbb{E} \) where \( \mathbb{E} \) can be \( \mathbb{Z} \), \( \mathbb{Q} \), or \( \mathbb{R} \). An abstract element \( o \) is represented by a half-square constraint matrix of size \( |V| \). Each element at line \( i \), column \( j \) with \( i \leq j \) contains four constraints: \( v_i + v_j \leq c \), \( v_i - v_j \leq c \), \( -v_i + v_j \leq c \), and \( -v_i - v_j \leq c \), with \( c \in \overline{\mathbb{E}} = \mathbb{E} \cup \{+\infty\} \). Remark that diagonal elements represent interval constraints as \( 2v_i \leq c \) and \( -2v_i \leq c \). In the following, we will use notations such as \( \max_o(v_i + v_j) \) to access the upper bound, in \( \overline{\mathbb{E}} \), of constraints embedded in the octagon \( o \).

Because constraints in the matrix can be combined to obtain implied constraints that may not be in the matrix (e.g., from \( x - y \leq c \) and \( y + z \leq d \), we can deduce \( x + z \leq c + d \)), two matrices can represent the same set of points. We introduced in [14] a Floyd-Warshall-based closure operator that provides a normal form by combining and propagating, in \( \mathcal{O}(|V|^3) \) time, all constraints. The optimality of the abstract operators requires to work on closed matrices.

Floating-Point Octagons. In order to represent and manipulate efficiently constraints on real numbers, we choose to use floating-point matrices: \( \mathbb{F}_{fa} \) replaces \( \mathbb{E} \) (where \( fa \) is, as before, an efficient floating-point format chosen by the analyzer implementation). As the algorithms presented in [14] make solely use of the \( + \) and \( \leq \) operators on \( \overline{\mathbb{E}} \), it is sufficient to replace \( + \) by \( \oplus_{fa,+\infty} \) and map \( \Omega \) to \( +\infty \) in these algorithms to provide a sound approximation of all the transfer
functions and operators on reals using only $\mathbb{F}_{fa} = \mathbb{F}_{fa} \cup \{+\infty\}$. As all the nice properties of $\mathbb{E}$ are no longer true in $\mathbb{F}_{fa}$, the closure is no longer a normal form. Even though working on closed matrices will no longer guaranty the optimality of the transfer functions, it still greatly improves their precision.

**Assignments.** Given an assignment of the form $v_k \leftarrow l$, where $l$ is a interval linear form, on an octagon $o$, the resulting set is no always an octagon. We can choose between several levels of approximation. Optimality could be achieved at great cost by performing the assignment in a polyhedron domain and then computing the smallest enclosing octagon. We propose, as a less precise but much faster alternative ($O(|V|)$ time cost), to replace all constraints concerning the variable $v_k$ by the following ones:

$$
\begin{align*}
    v_k + v_i & \leq u(o, l \oplus^+ v_i) & \forall i \neq k \\
    v_k - v_i & \leq u(o, l \oplus^+ v_i) & \forall i \neq k \\
    -v_k + v_i & \leq u(o, v_i \oplus^+ l) & \forall i \neq k \\
    -v_k - v_i & \leq u(o, v_i \oplus^+ l) & \forall i \neq k \\
    v_k & \leq u(o, l) \\
    -v_k & \leq u(o, l)
\end{align*}
$$

where the upper bound of a linear form $l$ on an octagon $o$ is approximated by $u(o, l) \in \mathbb{F}_{fa}$ as follows:

$$
u\left(o, [a^-; a^+] + \sum_{v \in V}[a^-_v; a^+_v]v\right) = a^+ \ominus_{fa,+\infty}
\left(\bigoplus_{v \in V} \max(o(v) \otimes_{fa,+\infty} a^+_v, \ominus(\max(o(-v) \otimes_{fa,-\infty} a^-_v), \max(o(-v) \otimes_{fa,-\infty} a^-_v))\right)
$$

(any summation order for $\oplus_{fa,+\infty}$ is sound)

and $\ominus_{fa,+\infty}$ and $\otimes_{fa,+\infty}$ are extended to $\mathbb{F}_{fa}$ as follows:

$$
\begin{align*}
    +\infty \ominus_{fa,+\infty} x &= x \ominus_{fa,+\infty} +\infty = +\infty \\
    +\infty \otimes_{fa,+\infty} x &= x \otimes_{fa,+\infty} +\infty = \begin{cases} 
    0 & \text{if } x = 0 \\
    +\infty & \text{otherwise}
    \end{cases}
\end{align*}
$$

**Example 1.** Consider the assignment $X = Y \oplus_{32,n} Z$ with $Y, Z \in [0; 1]$. It is linearized as $X = [1 - 2^{-23}; 1 + 2^{-23}](Y + Z) + mf_{32}[-1; 1]$, so our abstract transfer function will infer relational constraints such as $X - Y \leq 1 + 2^{-22} + mf_{32}$.

**Tests.** Given a test of the form $l_1 \leq l_2$, where $l_1$ and $l_2$ are linear forms, for all variable $v_i \neq v_j$, appearing in $l_1$ or $l_2$, the constraints in the octagon $o$ can be tightened by adding the following extra constraints:

$$
\begin{align*}
    v_j - v_i & \leq u(o, l_2 \oplus^+ l_1 \oplus^+ v_i \oplus^+ v_j) \\
    v_j + v_i & \leq u(o, l_2 \oplus^+ l_1 \oplus^+ v_i \oplus^+ v_j) \\
    -v_j - v_i & \leq u(o, l_2 \oplus^+ l_1 \oplus^+ v_i \oplus^+ v_j) \\
    -v_j + v_i & \leq u(o, l_2 \oplus^+ l_1 \oplus^+ v_i \oplus^+ v_j) \\
    v_i & \leq u(o, l_2 \oplus^+ l_1 \oplus^+ v_i)
\end{align*}
$$
\[-v_i \leq u(o, l_2 \boxplus^\ell l_1 \boxplus^\ell v_i)\]

**Example 2.** Consider the test \(Y \oplus_{32,n} Z \leq 1\) with \(Y, Z \in [0; 1]\). It is linearized as \([1 - 2^{-23}; 1 + 2^{-23}](Y + Z) + mf_{32}[-1; 1] \leq [1; 1]\). Our abstract transfer function will be able to infer the constraint: \(Y + Z \leq 1 + 2^{-22} + mf_{32}\).

**Example 3.** The optimal analysis of the rate limiter function of Fig. 3 would require representing interval linear invariants on *three* variables. Nevertheless, the octagon domain with our approximated transfer functions can prove that the output \(Y\) is bounded by \([-136; 136]\) independently from \(n\) (the optimal bound being \([-128; 128]\)), which is sufficient to prove that \(Y\) does not overflow.

**Reduction with Intervals.** The interval environment \(\rho^\ell\) is important as we use it to perform run-time error checking and to compute the linear form associated to an expression. So, we suppose that transfer functions are performed in parallel in the interval domain and in the octagon domain, and then, information from the octagon result \(o\) is used to refine the interval result \(\rho^\ell\) as follows: for each variable \(v \in V\), the upper bound of \(\rho^\ell(v)\) is replaced by \(\min(\max(\rho^\ell(v), \max_o(v))\) and the same is done for its lower bound.

### 6.2 Polyhedron Domain

The polyhedron domain is much more precise than the octagon domain as it allows manipulating sets of invariants of the form \(\sum_v c_v v \leq c\), but it is also much more costly. Implementations, such as the New Polka or the Parma Polyhedra libraries [2], are targeted at representing sets of points with integer or rational coordinates. They internally use rational coefficients and, as the coefficients usually become fairly large, arbitrary precision integer libraries.

**Representing Reals.** These implementations could be used as-is to abstract sets of points with real coordinates, but the rational coefficients may get out of control, as well as the time cost. Unlike what happened for octagons, it is not so easy to adapt the algorithms to floating-point coefficients while retaining soundness as they are much much more complex. We are not aware, at the time of writing, of any such floating-point implementation.

**Assignments and Tests.** Assignments of the form \(v \leftarrow l\) and tests of the form \(l \leq 0\) where \(l = [a^-; a^+] + \sum_{v \in V} [a_v^-; a_v^+] v\) seem difficult to abstract in general. However, the case where all coefficients in \(l\) are scalar except maybe the constant one is much easier. To cope with the general case, an idea (yet untested) is to use the following transformation that abstracts \(l\) into an over-approximated linear form \(l'\) where \(\forall v, a_v^- = a_v^+\) by transforming all relative errors into absolute ones:

\[
l' = \left( [a^-; a^+] \boxplus_{\text{fa}} \bigoplus_{v \in V} [a_v^- \ominus_{\text{fa},-\infty} a_v^+] \boxplus_{\text{fa}} [0.5; 0.5] \right) + \sum_{v \in V} \left( (a_v^- \ominus_{\text{fa},-\infty} a_v^+) \boxplus_{\text{fa}} [0.5; 0.5] v \right)
\]

(any summation order for \(\boxplus_{\text{fa}}\) is sound)
6.3 Two Variables per Linear Inequalities Domain

Simon’s domain [15] can manipulate constraints of the form $\alpha v_i + \beta v_j \leq c$, $\alpha, \beta, c \in \mathbb{Q}$. An abstract invariant is represented using a planar convex polyhedron for each pair of variables. As for octagons, most computations are done point-wise on variable pairs and a closure provides the normal form by propagating and combining constraints. Because the underlying algorithms are simpler than for generic polyhedra, adapting this domain to handle floating-point computations efficiently may prove easier while greatly improving the precision over octagons. This still remains an open issue.

6.4 Ellipsoid and Digital FilterDomains

During the design of our prototype analyzer [4], we encountered code for computing recursive sequences such as $X_i = (\alpha \otimes_{32,n} X_{i-1}) \oplus_{32,n} (\beta \otimes_{32,n} X_{i-2}) \oplus_{32,n} \gamma$ (1), or $X_i = (\alpha \otimes_{32,n} X_{i-1}) \oplus_{32,n} (Y_i \oplus_{32,n} Y_{i-1})$ (2). In order to find precise bounds for the variable $X$, one has to consider invariants out of the scope of classical relational abstract domains. Case (1) can be solved by using the ellipsoid abstract domain of [4] that can represent non-linear real invariants of the form $aX_i^2 + bX_{i-1}^2 + cX_iX_{i-1} \leq d$, while case (2) is precisely analyzed using Feret’s filter domains [9] by inferring temporal invariants of the form $|X_i| \leq a \max_{j \leq i} |Y_j| + b$. It is not our purpose here to present these new abstract domains but we stress the fact that such domains, as the ones discussed in the preceding paragraphs, are naturally designed to work with perfect reals, but used to analyze imperfect floating-point computations.

A solution is, as before, to design these domains to analyze interval linear assignments and tests on reals, and feed them with the result of the linearization of floating-point expressions defined in Sect. 5. This solution has been successfully applied (see [9] and Sect. 8).

7 Convergence Acceleration

In the Abstract Interpretation framework, loop invariants are described as fixpoints and are over-approximated by iterating, in the abstract, the body transfer function $F^\sharp$ until a post-fixpoint is reached.

**Widening.** The widening $\triangledown$ is a convergence acceleration operator introduced in [6] in order to reduce the number of abstract iterations: $\lim_i (F^\sharp)^i$ is replaced by $\lim_i E^\sharp_i$ where $E^\sharp_{i+1} = E^\sharp_i \triangledown F^\sharp (E^\sharp_i)$. A straightforward widening on intervals and octagons is to simply discard unstable constraints. However, this strategy is too aggressive and fails to discover sequences that are stable after a certain bound, such as, e.g., $X = (\alpha \otimes_{32,n} X) \oplus_{32,n} \beta$. To give these computations a chance to stabilize, we use a staged widening that tries a user-supplied set of bounds in increasing order. As we do not know in advance which bounds will be stable, we use, as set $T$ of thresholds, a simple exponential ramp: $T = \{-2^i\} \cap \mathbb{F}_{\text{fa}}$. Given two octagons $\mathbf{o}$ and $\mathbf{o}'$, the widening with thresholds $\mathbf{o} \triangledown \mathbf{o}'$ is obtained by setting, for each binary unit expression $\pm v_i \pm v_j$:

$$\max_{\mathbf{o} \triangledown \mathbf{o}'}(C) = \begin{cases} \max_{\mathbf{o}}(C) & \text{if } \max_{\mathbf{o}'}(C) \leq \max_{\mathbf{o}}(C) \\ \min\{t \in T \cup \{+\infty\} \mid t \geq \max_{\mathbf{o}'}(C)\} & \text{otherwise} \end{cases}$$
Decreasing Iterations. We now suppose that we have iterated the widening with thresholds up to an abstract post-fixpoint $X^2: F^2(X^2) \subseteq X^2$. The bound of a stable variable is generally over-approximated by the threshold immediately above. One solution to improve such a bound is to perform some decreasing iterations $X^2_{i+1} = X^2_i \cap F(X^2_i)$ from $X^2_0 = X^2$. We can stop whenever we wish, the result will always be, by construction, an abstraction of the concrete fixpoint; however, it may no longer be a post-fixpoint for $F^2$. It is desirable for invariants to be abstract post-fixpoint so that the analyzer can check them independently from the way they were generated instead of relying solely on the maybe buggy fixpoint engine.

Iteration Perturbation. Careful examination of the iterates on our benchmarks showed that the reason we do not get an abstract post-fixpoint is that the abstract computations are done in floating-point which incurs a somewhat non-deterministic extra rounding. There exists, between $F^2$'s definitive pre-fixpoints and $F^2$'s definitive post-fixpoints, a chaotic region. To ensure that the $X^2_i$ stay above this region, we replace the intersection $\cap$ used in the decreasing iterations by the following narrowing $\triangledown$: $p \triangledown o' = \epsilon(o \cap o')$ where $\epsilon(o)$ returns an octagon where the bound of each unstable constraint is enlarged by $\epsilon \times d$, where $d$ is the maximum of all non $+\infty$ constraint bounds in $o$. Moreover, replacing $o \triangledown o'$ by $\epsilon(o \triangledown o')$ allows the analyzer to skip above $F^2$'s chaotic regions and effectively reduces the required number of increasing iterations, and so, the analysis time.

Theoretically, a good $\epsilon$ can be estimated by the relative amount of rounding errors performed in the abstract computation of one loop iteration, and so, is a function of the complexity of the analyzed loop body, the floating-point format $\text{fa}$ used in the analyzer and the implementation of the abstract domains. We chose to fix $\epsilon$ experimentally by enlarging a small value until the analyzer reported it found an abstract post-fixpoint for our program. Then, as we improved our abstract domains and modified the analyzed program, we seldom had to adjust this $\epsilon$ value.

8 Experimental Results

We now show how the presented abstract domains perform in practice. Our only real-life example is the critical embedded avionics software of [4]. It is a 132,000 lines reactive C program (75 KLoc after preprocessing) containing approximately 10,000 global variables, 5,000 of which are floating-point variables, single precision. The program consists mostly of one very large loop executed $3.6 \cdot 10^6$ times. Because relating several thousands variables in a relational domain is too costly, we use the “packing” technique described in [4] to statically determine sets of variables that should be related together and we end up with approximately 2,400 octagons of size 2 to 42 instead of one octagon of size 10,000.

Fig. 4 shows how the choice of the abstract domains influence the precision and the cost of the analysis presented in [4] on our 2.8 GHz Intel Xeon. Together with the computation time, we also give the number of abstract executions of the big loop needed to find an invariant; thanks to our widenings and narrowings, it is much much less than the concrete number of iterations. All cases use the...


<table>
<thead>
<tr>
<th>domains</th>
<th>linearize</th>
<th>octagons</th>
<th>filters</th>
<th>time</th>
<th>nb. of iterations</th>
<th>memory</th>
<th>nb. of alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>1623 s</td>
<td>150</td>
<td>115 MB</td>
<td>922</td>
</tr>
<tr>
<td>(2)</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>4001 s</td>
<td>176</td>
<td>119 MB</td>
<td>825</td>
</tr>
<tr>
<td>(3)</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>3227 s</td>
<td>69</td>
<td>175 MB</td>
<td>639</td>
</tr>
<tr>
<td>(4)</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>8939 s</td>
<td>211</td>
<td>207 MB</td>
<td>363</td>
</tr>
<tr>
<td>(5)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>4541 s</td>
<td>72</td>
<td>263 MB</td>
<td>6</td>
</tr>
</tbody>
</table>

Fig. 4. Experimental results.

interval domain with the symbolic simplification automatically provided by the linearization, except (1) that uses plain interval analysis. Other lines show the influence of the octagon (Sect. 6.1) and the specialized digital filter domains ([9] and Sect. 6.4): when both are activated, we only get six potential run-time errors for a reasonable time and memory cost. This is a sufficiently small number of alarms to allow manual inspection, and we discovered they could be eliminated without altering the functionality of the application by changing only three lines of code. Remark that as we add more complex domains, the time cost per iteration grows but the number of iterations needed to find an invariant decreases so that a better precision may reduce the overall time cost.

9 Conclusion

We presented, in this paper, an adaptation of the octagon abstract domain in order to analyze programs containing IEEE 754-compliant floating-point operations. Our methodology is somewhat generic and we proposed some ideas to adapt other relational numerical abstract domains as well. The adapted octagon domain was implemented in our prototype static analyzer for run-time error checking of critical C code [4] and tested on a real-life embedded avionic application. Practical results show that the proposed method scales up well and does greatly improve the precision of the analysis when compared to the classical interval abstract domain while maintaining a reasonable cost. To our knowledge, this is the first time relational numerical domains are used to represent relations between floating-point variables.
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Abstract. Many algorithms have been proposed to minimally refine abstract transition systems in order to get strong preservation relatively to a given temporal specification language. These algorithms compute a state equivalence, namely they work on abstractions which are partitions of system states. This is restrictive because, in a generic abstract interpretation-based view, state partitions are just one particular type of abstraction, and therefore it could well happen that the refined partition constructed by the algorithm is not the optimal generic abstraction. On the other hand, it has been already noted that the well-known concept of complete abstract interpretation is related to strong preservation of abstract model checking. This paper establishes a precise correspondence between complete abstract interpretation and strongly preserving abstract model checking, by showing that the problem of minimally refining an abstract model checking in order to get strong preservation can be formulated as a complete domain refinement in abstract interpretation, which always admits a fixpoint solution. As a consequence of these results, we show that some well-known behavioural equivalences used in process algebra like simulation and bisimulation can be elegantly characterized in pure abstract interpretation as completeness properties.

1 Introduction

The design of any abstract model checking framework and/or tool comes always together with a preservation result, roughly stating that for a formula \( \varphi \) specified in some temporal language \( \mathcal{L} \), the validity of \( \varphi \) on the abstract model implies the validity of \( \varphi \) on the concrete model. On the other hand, strong preservation means that any formula of \( \mathcal{L} \) is valid in the abstract model if and only if it is valid in the concrete model. Strong preservation is highly desirable since it allows to draw consequences from negative answers on the abstract side.

This paper follows a standard abstract interpretation approach to abstract model checking, as applied for instance in temporal abstract interpretation [9]. The concrete state semantics of a temporal specification language \( \mathcal{L} \) is given by a function \( [\cdot] \) mapping a formula \( \varphi \in \mathcal{L} \) to the set of states \( s \in \text{State} \) satisfying \( \varphi \), that is \( [\varphi] = \{ s \in \text{State} \mid s \models \varphi \} \). This concrete state semantics is approximated by the abstract semantics induced by any abstract interpretation of \( \varphi(\text{State}) \),
namely a Galois connection (or, equivalently, a closure operator). This approach is more general than classical abstract model checking [5,6] where the abstract model is, analogously to the concrete model, a transition system or a Kripke structure. In our framework, this classical approach corresponds to a particular case of abstraction, namely an abstract domain encoding a partition of the system states. In a general abstract interpretation setting, an abstract model checking is associated to any abstraction of the powerset of system states, and this obviously enables a finer-grain taxonomy of abstract model checkers. The concept of complete abstract interpretation is well known [8,15]: this encodes an ideal situation where the abstract semantics coincides with the abstraction of the concrete semantics. It should be quite clear that completeness of an abstract interpretation with respect to some semantic functions and strong preservation of an abstract model checker with respect to a temporal language are, somehow, related concepts: this was first formalized by Giacobazzi and Quintarelli [13], who put forward a method for systematically refining abstract model checking in order to eliminate Clarke et al.’s [4] spurious counterexamples. The relationship between completeness and spurious counterexamples was further studied in [10], where it is also shown that stability à la Paige and Tarjan [20] for a state partition can be formulated through complete abstract interpretations.

We first generalize the notion of classical strong preservation to our abstract interpretation framework. Namely, the classical concept of strong preservation for an abstract model specified as an abstract transition system, viz. a state partition, is here generalized to an abstract model specified by any generic abstract domain. It turns out that any generic abstract model induces a classical partition-based abstract model checking, but this could give rise to a loss of information. Our results rely on the notion of forward complete abstract domain. An abstract domain \( \mu \), viewed as a closure operator (closure operators are particularly useful here since they allow us to be independent from the representation of abstract objects), is forward complete for a concrete semantic function \( f : \text{Concrete} \rightarrow \text{Concrete} \) when \( \mu \circ f \circ \mu = f \circ \mu \). Forward completeness is dual to the aforementioned standard completeness, i.e. \( \mu \circ f \circ \mu = \mu \circ f \) — called backward completeness — and intuitively states that when the concrete function \( f \) is restricted to abstract objects then it coincides with the abstract function \( \mu \circ f \), i.e., the best correct approximation of \( f \) in the abstract domain \( \mu \). Giacobazzi et al. [15] showed how to systematically and constructively derive backward complete abstract domains from non-complete ones by minimal refinements. This can be done for forward completeness as well: Given any domain \( \mu \), the most abstract domain which refines \( \mu \) and is forward complete for \( f \) does exist and it can be characterized as a greatest fixpoint. We call such a domain the (forward) complete shell of \( \mu \) for \( f \).

Let us turn to strong preservation. We consider generic inductively defined languages \( \mathcal{L} \), generated from atomic propositions and a set of logical operators \( \text{op}_1, ..., \text{op}_k \), whose interpretations are \( \text{op}_i : \varphi(\text{State})^n \rightarrow \varphi(\text{State}) \), where \( n \) is the arity of the operator. In our framework any abstraction \( \mu \) of \( \varphi(\text{States}) \) induces an abstract semantics \( \llbracket \cdot \rrbracket^\mu : \mathcal{L} \rightarrow \mu \) for the language \( \mathcal{L} \). Given any abstraction \( \mu \),
we show that the most abstract semantics which refines \( \mu \) and is strongly preserving for \( \mathcal{L} \) is precisely the complete shell of \( \mu \) for all the language operators \( \text{op}_1, \ldots, \text{op}_n \). This result can be also read as follows. A number of algorithms have been proposed to minimally refine classical abstract models, i.e., state partitions, in order to get strong preservation relatively to some relevant temporal specification languages. Typically, these are coarsest partition refinement algorithms which compute the state equivalence induced by some \textit{behavioural state equivalence}, e.g., bisimulation, stuttering equivalence (or branching bisimulation) or simulation equivalence, since they exploit the fact that this behavioural equivalence coincides with the state equivalence \( \equiv_{\mathcal{L}} \) induced by a temporal language \( \mathcal{L} \), namely, \( s \equiv_{\mathcal{L}} s' \) iff \( s \) and \( s' \) agree on each formula of \( \mathcal{L} \). This is the case of Paige and Tarjan algorithm [20] for strong preservation of CTL* [2] and of Groote and Vaandrager algorithm [16] for strong preservation of CTL*-X. Our results allow us to provide a clean and elegant generalization of these coarsest partition refinement algorithms in our abstract interpretation framework. Due to lack of space we do not consider stuttering equivalence here (we refer to the full version of the paper).

2 Basic Notions

\textit{Notation.} Let \( X \) be any set. When writing a set \( S \in \wp(\wp(X)) \), we often write the sets in \( S \) in a compact form like in \( \{1, 12, 123\} \in \wp(\wp(\{1, 2, 3\})) \). \( \overline{C} \) denotes the complement operator. \( \text{Fun}(X) \) denotes the set of all the functions \( f : X^n \to X \), for some \( n \geq 0 \). When \( n = 0 \), \( f \) is just a specific object of \( X \). We will denote by \( \text{Part}(X) \) the set of partitions on \( X \). The sets in a partition are called blocks. If \( \equiv \subseteq X \times X \) is an equivalence relation then we will denote by \( P_{\equiv} \in \text{Part}(X) \) the corresponding partition of \( X \). Vice versa, if \( P \in \text{Part}(X) \) then we will denote by \( \equiv_P \subseteq X \times X \) the corresponding equivalence relation on \( X \). \( \text{Part}(X) \) is endowed with the following standard partial order \( \preceq \): given \( P_1, P_2 \in \text{Part}(X) \), \( P_1 \preceq P_2 \), i.e., \( P_2 \) is coarser than \( P_1 \) (or \( P_1 \) refines \( P_2 \)) iff \( \forall B \in P_1 \exists B' \in P_2 \).\( B \subseteq B' \).

We consider transition systems \((Q, R)\) where the relation \( R \subseteq Q \times Q \) (also denoted by \( R \to \)) is total, i.e., for any \( s \in Q \) there exists some \( t \in Q \) such that \( sRt \). A Kripke structure \((Q, R, AP, \ell)\) consists of a transition system \((Q, R)\) together with a (typically finite) set \( AP \) of atomic propositions and a labelling function \( \ell : Q \to \wp(AP) \). A transition relation \( R \subseteq Q \times Q \) defines the usual pre/post transformers on \( \wp(Q) \): \( \pre(R) \), \( \pre(R) \), \( \post(R) \), \( \post(R) \).

\textit{Abstract interpretation and completeness.} In standard Cousot and Cousot’s abstract interpretation theory, abstract domains can be equivalently specified either by Galois connections or by (upper) closure operators (uco’s) [8]. These two approaches are equivalent, modulo isomorphic representations of domain’s objects. The closure operator approach has the advantage of being independent from the representation of domain’s objects and is therefore appropriate for reasoning on abstract domains independently from their representation. Given a complete lattice \( C \), it is well known that the set \( \text{uco}(C) \) of all uco’s
on $C$, endowed with the pointwise ordering $\sqsubseteq$, gives rise to the complete lattice $\langle \text{uco}(C), \sqsubseteq, \sqcup, \sqcap, \lambda x. \top_C, id \rangle$. Let us recall that each $\mu \in \text{uco}(C)$ is uniquely determined by the set of its fixpoints, which is its image. Moreover, a subset $X \subseteq C$ is the set of fixpoints of a uco on $C$ iff $X$ is meet-closed, i.e. $X = \mathcal{M}(X) \overset{\text{def}}{=} \{ Y \mid Y \subseteq X \}$ (where $\top_C = \bigwedge_C \varnothing \in \mathcal{M}(X)$). $\mathcal{M}(X)$ is called the Moore-closure of $X$. Also, $\mu \subseteq \rho$ iff $\rho(C) \subseteq \mu(C)$; in this case, we say that $\mu$ is a refinement of $\rho$. Often, we will identify closures with their sets of fixpoints since this does not give rise to ambiguity. In view of the equivalence above, throughout the paper, $\langle \text{uco}(C), \sqsubseteq \rangle$ will play the role of the lattice of abstract interpretations of $C$ [7,8], i.e. the complete lattice of all the abstract domains of the concrete domain $C$. The ordering on $\text{uco}(C)$ corresponds to the standard order used to compare abstract domains with regard to their precision: $A_1$ is more precise than $A_2$ (or $A_2$ is more abstract than $A_1$) iff $A_1 \sqsubseteq A_2$ in $\text{uco}(C)$.

Let $f : C \to C$ be a concrete semantic function and let $f^\sharp : A \to A$ be a corresponding abstract function, where $A = \mu(C)$ for some closure $\mu \in \text{uco}(C)$. Then, $\langle A, f^\sharp \rangle$ is a sound abstract interpretation when $\mu \circ f \sqsubseteq f^\sharp \circ \mu$. The abstract function $\mu \circ f : A \to A$ is called the best correct approximation of $f$ in $A$. Completeness in abstract interpretation corresponds to require that, in addition to soundness, no loss of precision is introduced by the approximated function $f^\sharp \circ \mu$ on a concrete object $c \in C$ with respect to approximating by $\mu$ the concrete computation $f(c)$, namely the equation $\mu \circ f = f^\sharp \circ \mu$ holds. The following dual form of completeness may be considered. The soundness equation $\mu \circ f \sqsubseteq f^\sharp \circ \mu$ is also equivalent to the equation $f \circ \mu \sqsubseteq f^\sharp \circ \mu$. Then, forward completeness for $f^\sharp$ corresponds to the equation $f \circ \mu = f^\sharp \circ \mu$, and therefore means that no loss of precision occurs by approximating a concrete computation of $f$ on an abstract object $a \in A$ with the abstract computation of $f^\sharp$ on the same $a$.

Giacobazzi et al. [15] observed that completeness uniquely depends upon the abstraction map, namely, one may define a complete abstract semantic operation $f^\sharp : A \to A$ over $A$ if and only if $\mu \circ f : A \to A$ is complete. Hence, an abstract domain $\mu \in \text{uco}(C)$ is defined to be complete for $f$ iff $\mu \circ f = \mu \circ f \circ \mu$ holds. This simple observation makes completeness an abstract domain property. The same observations are also true for forward completeness, which is therefore a domain property as well: $\mu$ is forward complete iff $f \circ \mu = \mu \circ f \circ \mu$. This justifies the terminology forward completeness and, dually, backward completeness for the first standard form of completeness. A constructive characterization of backward complete abstract domains is given in [15], under the assumption of dealing with Scott-continuous concrete functions. This result allows to systematically and constructively derive complete abstract domains from non-complete ones by minimal refinements: this complete minimal refinement of a domain $A$ for a function $f$ is called backward complete shell of $A$ for $f$.

3 Partitions as Abstractions

Let $Q$ be any (possibly infinite) set of states. We associate to a closure $\mu \in \text{uco}(\wp(Q)_{\subseteq})$ a state equivalence $\equiv_\mu$ on $Q$, i.e. a partition of $Q$, by identifying
those states that cannot be distinguished by the closure $\mu$, namely those states belonging to the same set of fixpoints of the closure $\mu$:

$$s \equiv_\mu s' \iff \forall S \in \mu. (s \in S \iff s' \in S).$$

It is easy to show that $s \equiv_\mu s'$ iff $\mu(\{s\}) = \mu(\{s'\})$. Hence, this allows us to view partitions as particular abstractions of $\varphi(Q)$. We will denote by $\text{par}(\mu) \in \text{Part}(Q)$ the partition associated to the abstract domain $\mu \in \text{uco}(\varphi(Q))$. For example, for $Q = \{1, 2, 3\}$, the closures $\mu_1 = \{1, 12, 13, 123\}$, $\mu_2 = \{\emptyset, 1, 2, 3, 123\}$ and $\mu_3 = \varphi(\{1, 2, 3\})$ all induce the same partition $\text{par}(\mu) = \{\{1\}, \{2\}, \{3\}\}$. However, these closures carry additional information other than the underlying state partition, and this additional information allows us to distinguish them. It is then natural to say that a closure $\mu$ represents exactly a state partition when $\mu$ carries all this possible additional information, or, otherwise stated, when $\mu$ is the most precise among the closures inducing a given partition.

**Definition 3.1.** $\mu$ is partitioning if $\mu = \mathbb{P}(\mu) \overset{\text{def}}{=} \cap \{ \eta \in \text{uco}(\varphi(Q)) \mid \equiv_\eta = \equiv_\mu \}$. $\text{uco}^P(\varphi(Q))$ will denote the set of partitioning closures.

The operator $\mathbb{P}$ is a refinement of abstract domains in the sense of [14], i.e., it can be proved that $\mathbb{P}$ is a lower closure operator on $\text{uco}(\varphi(Q))$. Accordingly, $\mathbb{P}$ will be called the *partitioning shell* operator. It turns out that partitioning closures can be characterized as follows.

**Lemma 3.2.** Let $\mu \in \text{uco}(\varphi(Q))$. Then, $\mu \in \text{uco}^P(\varphi(Q))$ iff $\mu$ is additive and $\{\mu(\{q\})\}_{q \in Q}$ is a partition of $Q$. Moreover, in this case, $\text{par}(\mu) = \{\mu(\{q\})\}_{q \in Q}$.

For instance, for all the above closures we have that $\mathbb{P}(\mu_i) = \varphi(\{1, 2, 3\})$, and hence $\mu_1$ and $\mu_2$ are not partitioning. Also, the closure $\{\emptyset, 3, 12, 123\}$ is partitioning and represents the partition $\{12, 3\}$.

Lemma 3.2 allows us to see classical partition-based abstractions — i.e., partitions induced by a surjective abstraction map “$h$” in the style of Clarke et al. [5] — as a particular case of generic abstract domain through the following isomorphism between partitions and partitioning closures:

- $\text{par} : \text{uco}^P(\varphi(Q)) \to \text{Part}(Q)$ is the restriction of the above operator par to partitioning closures, i.e. $\text{par}(\mu) = \{\mu(\{q\}) \mid q \in Q\}$;

- $\text{pcl} : \text{Part}(Q) \to \text{uco}^P(\varphi(Q))$ is defined as follows: $\text{pcl}(P) \overset{\text{def}}{=} \mathbb{P}(\mathcal{M}(P)) = \lambda X \in \varphi(Q). \cup \{B \in P \mid X \cap B \neq \emptyset\}$.

**Theorem 3.3.** The mappings par and pcl are well defined and give rise to an order isomorphism between $\langle \text{Part}(Q), \leq \rangle$ and $\langle \text{uco}^P(\varphi(Q)), \subseteq \rangle$.  

### 4 Strongly Preserving Abstract Model Checking

We deal with specification languages $\mathcal{L}$ whose syntactic (state) formulae $\varphi$ are inductively defined by a grammar:

$$\varphi ::= p \mid f(\varphi_1, ..., \varphi_n)$$
where \( p \in AP \) ranges over a finite set of atomic propositions and \( f \in Op \) ranges over a finite set of operators. Each operator \( f \in Op \) will have an arity\(^1\) \#(f) > 0.

The concrete semantic domain for interpreting formulae is the boolean algebra \((\phi(Q), \subseteq)\), where \( Q \) is any (possibly infinite) set of states. The state semantics of formulae in \( \mathcal{L} \) is determined by an interpretation function \( I \) such that for any \( p \in AP, I(p) \in \phi(Q) \) and for any \( f \in Op, I(f) : \phi(Q)^{\#(f)} \to \phi(Q) \). We will also use the notations \( \mathbf{p} \) and \( f \) to denote, respectively, \( I(p) \) and \( I(f) \). As usual, the interpretation \( I \) on \( AP \) can be equivalently specified by a labelling function \( \ell : Q \to \phi(AP) \) provided that \( \ell(s) = \{ p \in AP \mid s \in I(p) \} \) holds for any \( s \).

The \textbf{concrete state semantic function} \( \llbracket \cdot \rrbracket_I : \mathcal{L} \to \phi(Q) \) is inductively defined as follows:

\[
\llbracket p \rrbracket_I = p \quad \text{and} \quad \llbracket f(\varphi_1, ..., \varphi_n) \rrbracket_I = f(\llbracket \varphi_1 \rrbracket_I, ..., \llbracket \varphi_n \rrbracket_I).
\]

We will freely use standard logical and temporal operators together with their usual interpretations: for example, \( \land, \lor, \lor, \land, \lnot, \land, \lor, \land, \land, \land \), EX/ pre\([R], \text{etc.}

If \( g \) is any syntactic operator with arity \#(g) = n whose semantics is given by \( g : \phi(Q)^n \to \phi(Q) \) then we say that the language \( \mathcal{L} \) is \textit{closed under} \( g \) when for any \( \varphi_1, ..., \varphi_n \in \mathcal{L} \), there exists some \( \psi \in \mathcal{L} \) such that \( g(\llbracket \varphi_1 \rrbracket_I, ..., \llbracket \varphi_n \rrbracket_I) = \llbracket \psi \rrbracket_I \).

Let us now apply the standard abstract interpretation approach for defining abstract semantics. Consider any abstract domain \( \mu \in uco(\phi(Q)) \). The \textit{abstract semantic function} \( \llbracket \cdot \rrbracket^\mu_I : \mathcal{L} \to \mu \) induced by the abstract domain \( \mu \) evaluates any formula \( \varphi \in \mathcal{L} \) to an abstract value \( \llbracket \varphi \rrbracket^\mu_I \) belonging to \( \mu \). \( \llbracket \cdot \rrbracket^\mu_I \) is induced by the abstraction \( \mu \) (and the interpretation \( I \)) and is inductively defined as best correct approximation of the concrete semantics as follows:

\[
\llbracket p \rrbracket^\mu_I = \mu(p) \quad \text{and} \quad \llbracket f(\varphi_1, ..., \varphi_n) \rrbracket^\mu_I = \mu(f(\llbracket \varphi_1 \rrbracket^\mu_I, ..., \llbracket \varphi_n \rrbracket^\mu_I)).
\]

\textbf{Generalizing strong preservation.} Classical abstract model checking \([5,6]\) is state-based, namely it relies on an abstract model which, like the concrete model, is a transition system. If \( T = (Q, R) \) is the concrete transition system then this classical approach is based on a surjective abstraction \( h : Q \to A \) mapping concrete states into abstract states, namely a state partition \( P_h \in \text{Part}(Q) \) is required. This gives rise to an abstract model \( A = (A, R^2) \) which is a transition system, where, typically, the abstract transition relation \( R^2 \) is existentially defined as the following \( R^{33} \):

\[
h(s_1) R^{33} h(s_2) \iff \exists s'_1, s'_2. h(s'_1) = h(s_1) & h(s'_2) = h(s_2) \land s'_1 R s'_2.
\]

Abstract model checking then consists in checking a temporal formula \( \varphi \) specified in some language \( \mathcal{L} \) in the abstract model \( A \): a preservation theorem ensures that if \( a \models^A \varphi \) and \( h(s) = a \) then \( s \models^T \varphi \). In this classical state-based framework, strong preservation (s.p. for short) for \( \mathcal{L} \) means that for any \( \varphi \in \mathcal{L} \), if \( h(s) = a \) then \( a \models^A \varphi \iff s \models^T \varphi \). Loiseaux et al. \([19]\) generalized this approach to more general abstract models where an abstraction relation \( \sigma \subseteq Q \times A \) is used instead of the surjection \( h : Q \to A \). However, the strong preservation results given there (cf. \([19, \text{Theorems 3 and 4}]\)) require the hypothesis that the relation

\(^1\) It is possible to consider generic operators whose arity is any possibly infinite ordinal, thus allowing, for example, infinite conjunctions or disjunctions.
σ is difunctional: as a consequence, the class of abstract models allowed by this framework is not really larger than the class of classical partition-based abstract models (see the detailed discussion by Dams et al. [12, Sect. 8.1]).

Following Dams [11, Sect. 6.1], the above classical state-based notion of strong preservation can be equivalently given through state equivalences as follows. The language $\mathcal{L}$ and the semantic function $\llbracket \cdot \rrbracket_I$ induce the following state logical equivalence $\equiv_\mathcal{L} \subseteq Q \times Q$: $s \equiv_\mathcal{L} s'$ iff $\forall \varphi \in \mathcal{L}, s \in [\varphi]_I \iff s' \in [\varphi]_I$. Let $P_\mathcal{L} \in \text{Part}(Q)$ be the corresponding partition of $Q$. Then, a partition $P \in \text{Part}(Q)$ is strongly preserving for $\mathcal{L}$ (and interpretation $I$) if $P \preceq P_\mathcal{L}$, while $P$ is fully abstract\(^2\) for $\mathcal{L}$ if $P = P_\mathcal{L}$. For most known temporal languages (e.g., CTL*, CTL-X, $\forall$CTL*, see [11]), if the partition $P$ is s.p. for $\mathcal{L}$ then it turns out that the quotient transition system $(Q/\equiv_P, R^{33})$ is s.p. for $\mathcal{L}$. Moreover, if $P$ is fully abstract then the quotient $(Q/\equiv_P, R^{33})$ is the smallest transition system (smallest in the number of states) that strongly preserves $\mathcal{L}$.

We consider now an equivalent formulation of strong preservation for partitions that will allow us to generalize the notion of strong preservation to generic abstract domains. We showed above how any partition $P \in \text{Part}(Q)$ can be viewed as a partitioning closure $\text{pcl}(P) \in \text{uco}(\varphi(Q))$. Thus, any partition $P$ induces the abstract semantics $\llbracket \cdot \rrbracket_P^P = \llbracket \cdot \rrbracket_{\text{pcl}(P)} : \mathcal{L} \to \text{pcl}(P)$. The following result characterizes strong preservation for $P$ in terms of the associated closure $\text{pcl}(P)$.

**Lemma 4.1.** $P \in \text{Part}(Q)$ is s.p. for $\mathcal{L}$ and $I$ iff $\forall \varphi \in \mathcal{L}$ and $s \in Q$, $s \in [\varphi]_I \Leftrightarrow \text{pcl}(P)(\{s\}) \subseteq [\varphi]_P$.

Let us stress the paradigm shift stated by Lemma 4.1. This tells us that a partition $P \in \text{Part}(Q)$ is s.p. for $\mathcal{L}$ and $I$ if and only if to check that some system state $s \in Q$ satisfies some formula $\varphi \in \mathcal{L}$, i.e. $s \in [\varphi]_I$, is equivalent to checking whether the abstract state associated to $s$, i.e. the block $\text{pcl}(P)(\{s\})$ of $P$ containing $s$, is less than or equal to, namely is contained in, the abstract semantics $[\varphi]_P$ of $\varphi$, which is an element of the abstract domain $\text{pcl}(P)$. Here, the key observation is that in our abstract interpretation-based framework partitions are just particular abstract domains. Thus, the above characterization leads to generalize the notion of strong preservation from partitions to generic abstract semantic functions as follows.

**Definition 4.2.** Let $I$ be an interpretation for a language $\mathcal{L}$ (inducing the concrete semantic function $\llbracket \cdot \rrbracket_I$). Let $\mu \in \text{uco}(\varphi(Q))$ and let $\llbracket \cdot \rrbracket_\mu : \mathcal{L} \to \mu$ be an abstract semantic function for $\mathcal{L}$. We say that $\llbracket \cdot \rrbracket_\mu$ is strongly preserving for $\mathcal{L}$ and $I$ if for any $S \subseteq Q$ and $\varphi \in \mathcal{L}$, $\mu(S) \subseteq [\varphi]_\mu \iff S \subseteq [\varphi]_I$. □

Definition 4.2 generalizes classical state-based strong preservation, as characterized by Lemma 4.1, both to an arbitrary abstract domain $\mu \in \text{uco}(\varphi(Q))$ and to an arbitrary semantic function $\llbracket \cdot \rrbracket_\mu : \mathcal{L} \to \mu$ evaluating formulae on $\mu$. Hence, $\llbracket \cdot \rrbracket_\mu$ may be different from the abstract semantics $\llbracket \cdot \rrbracket_P$ induced by the abstract domain $\mu$. It turns out that indeed this notion of strong preservation\(^2\) Dams [11] uses the term “adequate”.
is an abstract domain property, namely if a s.p. abstract semantics \([\cdot]^{\#}\) may be defined on some abstract domain \(\mu\) then the induced abstract semantics \([\cdot]^{\mu}\) is s.p. as well, as stated by the following result.

**Lemma 4.3.** If \([\cdot]^{\#} : \mathcal{L} \to \mu\) is strongly preserving for \(\mathcal{L}\) and \(I\) then \([\cdot]^{\mu}\) is strongly preserving for \(\mathcal{L}\) and \(I\).

This result allows us to define without loss of generality strong preservation for abstract domains as follows: a closure \(\mu \in \text{uco}(\varphi(Q))\) is strongly preserving for \(\mathcal{L}\) and \(I\) when \([\cdot]^{\mu}\) is s.p. for \(\mathcal{L}\) and \(I\).

As recalled above, the concrete semantic function \([\cdot]_{I}\) induces a state partition \(P_{\mathcal{L}}\), which is the fully abstract partition according to our definition, since \(P_{\mathcal{L}}\) encodes the “best” strongly preserving partition, where “best” means coarsest (i.e. the greatest w.r.t. the ordering \(\preceq\)). In other terms, \(P_{\mathcal{L}}\) is the coarsest partition such that the states in any block cannot be distinguished by the language \(\mathcal{L}\). We aim at defining an analogous of \(P_{\mathcal{L}}\) for closure-based abstractions, namely the “best” strongly preserving closure. Given a partition \(P \in \text{Part}(Q)\), the associated partitioning closure \(\text{pcl}(P) \in \text{uco}^{P(\varphi(Q))}\) is completely determined by its behaviour on states \(q \in Q\), namely on singletons \(\{q\} \in \varphi(Q)\), since \(\text{pcl}(P)\) is additive (cf. Lemma 3.2). Of course, this does not happen for a generic closure \(\mu \in \text{uco}(\varphi(Q))\). This means that a generalization of \(P_{\mathcal{L}}\) to closures must take into account the behaviour of the closure on all the subsets of \(Q\). Thus, if we define, for \(S \subseteq Q\), \(S \models \varphi\) if \(\forall s \in S. s \models \varphi\), one might try the following definition: the “best” s.p. closure \(\mu_{\mathcal{L}}\) for \(\mathcal{L}\) is given by

\[
\mu_{\mathcal{L}}(S) = \bigcup \{ T \in \varphi(Q) \mid \forall \varphi \in \mathcal{L}. S \models \varphi \iff T \models \varphi \}.
\]

However, this does not work, as shown by the following example.

**Example 4.4.** Let us consider the simple transition system \((Q, R)\) depicted in the figure and the language \(\mathcal{L}\) generated by the grammar \(\varphi ::= p \mid \text{EX}\varphi\), where the set of the atomic propositions is \(AP = \{p_{1}, p_{2}\}\) with interpretation \(I(p_{1}) = \{a, b\}\) and \(I(p_{2}) = \{c\}\) (and \(I(\text{EX}) = \text{pre}([R])\)). Note that \(b \models \text{EX}p_{1}\) while \(a \not\models \text{EX}p_{1}\). In this case, we have that \(P_{\mathcal{L}} = \{a, b, c\} \in \text{Part}(Q)\). By using the above definition of \(\mu_{\mathcal{L}}\), it turns out that \(\mu_{\mathcal{L}} = \lambda x.x \in \text{uco}(\varphi(Q))\). However, the closure \(\mu = \{\varnothing, b, c, ab, abc\}\) is more abstract than \(\mu_{\mathcal{L}}\) and still strongly preserving. In fact, it is not difficult to check that for any \(\varphi \in \mathcal{L}\), \([\varphi]^{\#}_{I} = [\varphi]_{I}\), and therefore, according to Definition 4.2, \(\mu\) is strongly preserving for \(\mathcal{L}\).

\[\square\]

Instead, we may note that if \(\mu \in \text{uco}(\varphi(Q))\) is s.p. for \(\mathcal{L}\) then the following property holds: for any \(S \in \varphi(Q)\) and \(\varphi \in \mathcal{L}\), \(S \models \varphi \Rightarrow \mu(S) \models \varphi\). In fact, if \(S \models \varphi\) and \(x \in \mu(S)\) then \(\mu(\{x\}) \subseteq \mu(S)\) and therefore, since \(\mu(S) \subseteq [\varphi]^{\mu}_{I}\) \(S \models \varphi\), we have that \(\mu(\{x\}) \subseteq [\varphi]^{\mu}_{I}\), and thus, again by strong preservation, \(x \models \varphi\). Actually, it turns out that this weaker property characterizes the best s.p. closure for \(\mathcal{L}\).
Definition 4.5. Let $[\cdot]_I : \mathcal{L} \rightarrow \wp(\mathcal{Q})$ be the concrete semantic function. Then, we define $\mu_L : \wp(\mathcal{Q}) \rightarrow \wp(\mathcal{Q})$ as follows: for any $S \in \wp(\mathcal{Q})$,

$$
\mu_L(S) \overset{\text{def}}{=} \bigcup \{ T \in \wp(\mathcal{Q}) \mid \forall \varphi \in \mathcal{L}. S \models \varphi \Rightarrow T \models \varphi \}.
$$

It is not hard to check that $\mu_L$ is indeed a closure. It turns out that $\mu_L$ actually is the right candidate for the best s.p. abstract domain.

Theorem 4.6. Let $\mu \in \text{uco}(\wp(\mathcal{Q}))$. Then, $\mu$ is s.p. for $\mathcal{L}$ and $I$ iff $\mu \subseteq \mu_L$.

Thus, $\mu_L$ actually is the “best” s.p. abstract domain, i.e., it is the most abstract s.p. closure: $\mu_L = \bigcup \{ \mu \in \text{uco}(\wp(\mathcal{Q})) \mid \mu \text{ is s.p. for } \mathcal{L} \text{ and } I \}$. Moreover, it turns out that $\mu_L$ is exactly the closure meet-generated by the set of concrete semantics of all the formulae in $\mathcal{L}$.

Proposition 4.7. $\mu_L = \mathcal{M}(\{[\varphi]_I \mid \varphi \in \mathcal{L}\})$.

As a consequence, we have that $\mu$ is s.p. for $\mathcal{L}$ and $I$ iff $\forall \varphi \in \mathcal{L}. [\varphi]_I \in \mu$ iff $\forall \varphi \in \mathcal{L}. \mu([\varphi]_I) = \mu([\varphi]_I)$. Let us remark that as strong preservation for a partition $P$ w.r.t. $\mathcal{L}$ means that $P$ is a refinement of the state partition $P_L$ induced by $\mathcal{L}$ likewise strong preservation for a closure $\mu$ means that $\mu$ is a refinement of the closure $\mu_L$ of Definition 4.5 induced by $\mathcal{L}$. Strong preservation and full abstraction for partitions become particular instances, through the isomorphism of Theorem 3.3, of the corresponding notions for closures, as stated by the following result.

Proposition 4.8. Let $P \in \text{Part}(\mathcal{Q})$.

1. $P_L = \text{par}(\mu_L)$ and $\text{pcl}(P_L) = \mathbb{P}(\mu_L)$.
2. $P$ is s.p. for $\mathcal{L}$ and $I$ iff $P \preceq \text{par}(\mu_L)$ iff $\text{pcl}(P) \subseteq \mathbb{P}(\mu_L)$.

Finally, it is natural to ask when the closure $\mu_L$ induced by a language $\mathcal{L}$ is partitioning.

Proposition 4.9. Let $\mathcal{L}$ be closed under possibly infinite logical conjunction. Then, $\mu_L$ is partitioning iff $\mathcal{L}$ is closed under logical negation.

Example 4.10. Consider the transition system $(Q, R)$ depicted in the figure and the temporal language CTL with atomic propositions $p$ and $q$ where $I(p) = \{1, 2, 4\}$ and $I(q) = \{3\}$. Consider the partition $P = \{124, 3\} \in \text{Part}(\mathcal{Q})$ induced by the interpretation $I$. It is well known [2] that the state partition $P_{\text{CTL}} \in \text{Part}(\mathcal{Q})$ induced by CTL can be obtained by refining $P$ using the Paige-Tarjan [20] partition refinement algorithm. It is easy to check that $P_{\text{CTL}} = \{14, 2, 3\}$. However, the partition $P_{\text{CTL}}$ does not carry all the semantic information. By Proposition 4.8 (1), $P_{\text{CTL}}$ is the state equivalence induced by $\mu_{\text{CTL}}$. Also, by Proposition 4.7, $\mu_{\text{CTL}}$ is the Moore-closure of $\{[\varphi]_I \mid \varphi \in \text{CTL}\}$. In this very simple case, it is easy to check that $\mu_{\text{CTL}} = \{\emptyset, 2, 3, 14, 23, 124, 134, 1234\}$. Thus, as expected from Proposition 4.8 (1), $P_{\text{CTL}} = \text{par}(\mu_{\text{CTL}})$. Since CTL is closed under logical negation, by
Proposition 4.9, it turns out that \( \mu_{\text{CTL}} \) is partitioning and \( \mu_{\text{CTL}} = \text{pcl}(P_{\text{CTL}}) \). Of course, this is not always the case. As an example, consider the following sublanguage \( \mathcal{L} \) of CTL: \( \varphi := p \mid q \mid \varphi_1 \land \varphi_2 \mid \text{EX}\varphi \). Then, \( \{1, 3, 4\} \notin \mu_{\mathcal{L}} \): in fact, \( \{1, 3, 4\} \) can be obtained as the semantics of the CTL formula \( q \lor \text{EX}p \), i.e. \( [q \lor \text{EX}p]_f = \{1, 3, 4\} \), while it is easy to observe that it cannot be obtained from a formula in \( \mathcal{L} \). In this case, \( \mu_{\mathcal{L}} = \{\varnothing, 2, 3, 14, 23, 124, 1234\} \) and \( P_{\mathcal{L}} = \{14, 2, 3\} \). Here, it turns out that \( \mu_{\mathcal{L}} \) is not a partitioning closure, namely a loss of precision occurs in abstracting \( \mu_{\mathcal{L}} \), through the mapping \( \text{par} \), to the partition \( P_{\mathcal{L}} \).

5 Completeness and Strong Preservation

We need to consider forward completeness of abstract domains for generic \( n \)-ary semantic functions. Let \( C \) be any complete lattice, \( f : C^n \to C \), with \( n \geq 0 \), and \( \mu \in \text{uco}(\varphi(Q)) \). Thus, \( \mu \) is forward \( f \)-complete, or simply \( f \)-complete, when \( f \circ \langle \mu, \ldots, \mu \rangle = \mu \circ f \circ \langle \mu, \ldots, \mu \rangle \), i.e., for any \( \vec{x} \in \mu^n \), \( f(\vec{x}) \in \mu \). If \( F \subseteq \text{Fun}(C) \), \( \mu \) is \( F \)-complete when \( \mu \) is \( f \)-complete for each \( f \in F \). Note that when \( f : C^0 \to C \), i.e. \( f \in C, \mu \) is forward \( f \)-complete iff \( f \in \mu \). Moreover, note that any \( \mu \in \text{uco}(C) \) is always forward meet-complete, because any closure operator is Moore-closed.

We first note that the forward \( F \)-complete shell refinement always exists.

\textbf{Lemma 5.1.} Let \( F \subseteq \text{Fun}(\varphi(Q)) \) and \( \mu \in \text{uco}(C) \). Then, \( S_F(\mu) \overset{\text{def}}{=} \bigcup \{ \rho \in \text{uco}(C) \mid \rho \subseteq \mu, \rho \text{ is } F \text{-complete} \} \text{ is } F \text{-complete.} \)

We call \( S_F : \text{uco}(C) \to \text{uco}(C) \) the \( F \)-complete shell (or complete shell, when \( F \) is clear from the context) refinement, since \( S_F(\mu) \) is the most abstract \( F \)-complete domain which refines \( \mu \). As a straight consequence, the complete shell of a closure admits the following constructive fixpoint characterization.

\textbf{Lemma 5.2.} Let \( R_F : \text{uco}(C) \to \varphi(C) \) be defined as follows: \( R_F(\mu) \overset{\text{def}}{=} \{ f(\vec{x}) \in C \mid f \in F, \vec{x} \in \mu^f \} \). Then, \( S_F(\mu) = \text{gfp}(\lambda \rho. \mu \cap M(R_F(\rho))) \).

For finite state systems, for any \( \mu \in \text{uco}(C) \), the operator \( \lambda \rho. \mu \cap M(R_F(\rho)) \) : \( \text{uco}(C) \to \text{uco}(C) \) is trivially co-continuous and therefore its greatest fixpoint can be computed through the Kleene’s iteration sequence. Moreover, for unary operators, the iterative computation of the fixpoint \( S_F(\mu) \) can be simplified by applying \( R_F \) just to the new sets added in the previous iteration step, as follows.

\textbf{Lemma 5.3.} Let \( C \) be finite, \( F \subseteq C \to C \) and \( \mu \in \text{uco}(C) \). Define inductively \( \mu_0 \overset{\text{def}}{=} \mu, \mu_1 \overset{\text{def}}{=} M(\mu_0 \cup R_F(\mu_0)), \) and, for \( i \in \mathbb{N} \), \( \mu_{i+2} \overset{\text{def}}{=} M(\mu_{i+1} \cup R_F(\mu_{i+1} \setminus \mu_i)) \). Then, there exists \( n \in \mathbb{N} \) such that \( S_F(\mu) = \mu_n \).

Let us now turn to strong preservation. Given a language \( \mathcal{L} \), our goal is to single out a set of operators \( F \) such that refining a closure \( \eta \) for \( F \)-completeness is equivalent to refining \( \eta \) in order to get strong preservation for \( \mathcal{L} \). The semantics of \( \mathcal{L} \) is determined by the interpretations \( \text{AP} \) and \( \text{Op} \) of, respectively, the set of atomic propositions \( \text{AP} \) and the set of operators \( \text{Op} \). Thus, \( \text{Op} \) is the obvious candidate for \( F \). Moreover, we know (cf. Theorem 4.6) that an atomic
proposition \( p \) is strongly preserved by a domain \( \eta \) if and only if \( p \in \eta \). Also, recall that in partition refinement algorithms like Paige-Tarjan [20] for CTL and Groote-Vaandrager [16] for CTL-X, the interpretation of the atomic propositions determine the blocks of the initial partition, or, otherwise stated, the blocks of the partition to refine give the atomic propositions of the language. Likewise, here the fixpoints of the initial closure \( \eta \) provide the interpretation of the atomic propositions of \( \mathcal{L} \). This is more general, since \( \eta \) need not to be a partition of system states. This can be formalized by associating to any set of sets \( S \subseteq \varphi(Q) \) a set of atomic propositions \( AP_S = \{ p_T \mid T \in S \} \) that are interpreted by the interpretation function \( I_S \) defined by \( I_S(p_T) = T \). Also, given a closure \( \eta \in uco(\varphi(Q)) \) and a language \( \mathcal{L} \) with operators ranging in \( Op \), we consider the language \( \mathcal{L}_\eta \) where \( AP_\eta \) is the set of atomic propositions while the operators still are in \( Op \). The interpretation for \( \mathcal{L}_\eta \) therefore is \( I_\eta = \eta \cup Op \). Then, the following key result shows the announced relationship between forward complete shells and strong preservation.

**Theorem 5.4.** Let \( \eta \in uco(\varphi(Q)) \) and \( \mathcal{L} \) be a language with operators in \( Op \) closed under logical conjunction. Then, \( S_{Op}(\eta) \) is the most abstract closure which refines \( \eta \) and is s.p. for \( \mathcal{L}_\eta \). In particular, \( S_{Op}(\eta) = \mu_{\mathcal{L}_\eta} \).

The opposite direction is also interesting: given a language \( \mathcal{L} \), the following result characterizes the “best” s.p. closure \( \mu_{\mathcal{L}} \) for \( \mathcal{L} \) as a forward complete shell of a closure associated to \( \mathcal{L} \). This comes as a straight consequence of Theorem 5.4.

**Corollary 5.5.** Let \( \mathcal{L} \) be given by \( AP \) and \( Op \), let \( \mathcal{I} \) be the interpretation and let \( \mathcal{L} \) be closed under logical conjunction. Let \( \mu_{AP} \overset{\text{def}}{=} \mathcal{M}(\{ \mathcal{I}(p) \mid p \in AP \}) \). Then, \( \mu_{\mathcal{L}} = S_{Op}(\mu_{AP}) \).

It is also worth remarking that, as a consequence of Proposition 4.8 (1), the state equivalence induced by the language \( \mathcal{L}_{\mu} \) can be retrieved from the closure \( S_{Op}(\mu) = \equiv_{S_{Op}(\mu)} = \equiv_{\mathcal{L}} \).

Theorem 5.4 provides a clean and precise generalization of the many existing coarsest partition refinement algorithms from an abstract interpretation perspective. Indeed, the coarsest refinement of a given partition which is strongly preserving for a given language can be characterized using our abstract domain-based approach as follows.

**Corollary 5.6.** Let \( \mathcal{L} \) be closed under logical conjunction and \( P \in \text{Part}(Q) \).

1. Let \( P^* \) be the coarsest partition refinement of \( P \) which is strongly preserving for \( \mathcal{L} \) and \( \mathcal{I}_P \). Then, \( P^* = \text{par}(S_{Op}(\mathcal{M}(P))) \).
2. Let \( \mathcal{L} \) be closed under logical negation and let \( P^* \) be the coarsest partition refinement of \( P \) which is strongly preserving for \( \mathcal{L} \) and \( \mathcal{I}_P \). Then, \( \text{pcl}(P^*) = S_{Op}(\text{pcl}(P)) \).

Note that, by the corollary above, in general the closure-based complete refinement of a partitioning closure \( \text{pcl}(P) \) associated to a partition \( P \) does not provide the closure associated to the corresponding partition-based refinement,
but a more abstract closure. The following result shows that a closure is partitioning iff it is forward complete for the complement $\mathcal{C}$. As a consequence, when the language is closed under logical negation the two refinement techniques agree.

**Lemma 5.7.** If $\mu \in \text{uco}(\varphi(Q))$ then, $\mu$ is partitioning iff $\mu$ is forward $\mathcal{C}$-complete.

We can draw the following consequence. Let $\mathcal{L}$ be closed under logical conjunction. Then, by Theorem 5.4 and Lemma 5.7, $\mathcal{L}$ is closed under logical negation iff for any $\mu \in \text{uco}(\varphi(Q))$, $\mathcal{S}_\text{Op}(\mu)$ is partitioning. Hence, for languages which are not closed under logical negation, the output partition of any partition refinement algorithm for achieving strong preservation for $\mathcal{L}$ is not the optimal, i.e. “best”, abstraction refinement.

## 6 Application to Behavioural State Equivalences

We apply the above results to a number of standard temporal languages. It is well known that some of these languages like CTL and CTL-X induce state equivalences which coincide with standard behavioural equivalences used in process algebra like bisimulation and stuttering equivalence. We obtain as consequences a new characterization of these behavioural equivalences in terms of forward complete abstract interpretations which shows the following remarkable fact: these behavioural properties for a state equivalence $\sim$ can be interpreted as suitable completeness properties of $\sim$ viewed as an abstract interpretation. Due to lack of space we do not consider here the case of CTL-X and stuttering equivalence.

**Bisimulation.** Let $\mathcal{T} = (Q, R, AP, \ell)$ be a Kripke structure ($R$ is assumed to be total). Let us recall the well known notion of bisimulation. A symmetric relation $\sim \subseteq Q \times Q$ is a bisimulation on the Kripke structure $\mathcal{T}$ if for any $s, s' \in Q$ such that $s \sim s'$: (1) $\ell(s) = \ell(s')$; (2) for any $t \in Q$ such that $s \xrightarrow{R} t$, there exists $t' \in Q$ such that $s' \xrightarrow{R} t'$ and $t \sim t'$. In particular, a partition $P \in \text{Part}(Q)$ is called a bisimulation on $\mathcal{T}$ when the relation $\equiv_P$ is a bisimulation on $\mathcal{T}$. The (set-theoretically) largest bisimulation relation exists and will be denoted by $\sim_{\text{bis}}$. It is well known [2] that $\sim_{\text{bis}}$ is an equivalence relation, called *bisimulation equivalence*, which coincides with the state logical equivalence induced by the language CTL, i.e., $\sim_{\text{bis}} = \equiv_{\text{CTL}}$ (the same holds for CTL*). On the other hand, it is also known that it is enough to consider Hennessy-Milner logic [17], i.e. a language $L_1$ allowing full propositional logic, i.e. conjunction plus negation, and the temporal connective EX, in order to have a state equivalence $\equiv_{L_1}$, which coincides with $\equiv_{\text{CTL}}$. The language $L_1$ is then defined by the following grammar:

$$
\varphi ::= p \mid \varphi_1 \land \varphi_2 \mid \neg \varphi \mid \text{EX}\varphi
$$

where $p \in AP$ and the interpretation $I$ for the connectives is standard.

It is also well known that the bisimulation equivalence $\sim_{\text{bis}}$ can be obtained through the Paige-Tarjan [20] partition refinement algorithm on the input partition determined by the interpretation of atomic propositions, i.e., the partition $\text{par}(\mu_{AP})$ where $\mu_{AP} = M(\{p \mid p \in AP\})$. Here, exploiting Theorem 5.4, we get the characterization of bisimulation equivalence in terms of forward completeness (points (1) and (3) below) and of the Paige-Tarjan partition refinement algorithm as a complete shell refinement (points (2) and (4) below).
Corollary 6.1. Let $\mathcal{T}$ be finite and $P \in \text{Part}(Q)$.

1. $P$ is a bisimulation on $\mathcal{T}$ iff $\text{pcl}(P)$ is forward complete for $\{p \mid p \in AP\} \cup \{\text{pre}[R]\}$.

2. Let $P^r$ be the output partition of the Paige-Tarjan algorithm on input $P$. Then, $\text{pcl}(P^r) = S_{\{R, \text{pre}[R]\}}(\mathcal{M}(P))$.

3. $\sim_{\text{bis}} = \equiv S_{\{R, \text{pre}[R]\}}(\mu_{AP})$.

4. For any $\mu \in \text{uco}(\varphi(Q))$, $S_{\{R, \text{pre}[R]\}}(\mu) = \text{pcl}(P^r_\mu)$, where $P^r_\mu$ is the output partition of the Paige-Tarjan algorithm on input $\text{par}(\mu)$.

In our abstract interpretation-based terminology, given a generic closure $\mu \in \text{uco}(\varphi(Q))$, $S_{\{R, \text{pre}[R]\}}(\mu)$ is the most abstract refinement of $\mu$ which is s.p. for $\mathcal{L}_1$ (where the atomic propositions are determined by $\mu$). Since the operators of $\mathcal{L}_1$ include both logical conjunction and negation, by Lemma 5.7, this complete shell is always partitioning, i.e. it is a representation of a partition by a closure.

Example 6.2. Let us consider the transition system in the figure, taken from [11, Sect. 6.6]. Also, consider the partition $P = \{1,4,2356\}$ which induces the atomic propositions $AP = \{p,q,r\}$, where $p = \{2356\}$, $q = \{4\}$ and $r = \{1\}$. It turns out that $P$ is not a bisimulation. This can be checked on the abstract interpretation side by Corollary 6.1 (1): in fact, $\mu = \text{pcl}(P) = \{\emptyset, 1,4,2356, 14, 12356, 23456, 123456\}$ is not pre$[R]$-complete, because, for instance, $\text{pre}[R](\{1\}) = \{1235\} \notin \text{pcl}(P)$.

Obviously, this logically corresponds to the fact that for $\text{EX}r \in \mathcal{L}_1$, $[[\text{EX}r]] = \{1,2,3,5\}$ while $[[\text{EX}r]]^\mu = \mu(\{1235\}) = \{12356\}$. Using Definition 4.2 of strongly preserving closure, this corresponds to the fact that $\mu(\{6\}) = \{2356\} \subseteq [[\text{EX}r]]^\mu$ while $6 \notin [[\text{EX}r]]$. It is easy to check that the Paige-Tarjan algorithm on the input partition $P$ yields the partition $P^r = \{1,2,3,4,5,6\}$. Thus, by Corollary 6.1 (4), we have that $S_{\{R, \text{pre}[R]\}}(\mu) = \text{pcl}(P^r) = \varphi(Q)$. Thus, for any $S \subseteq Q$ there exists a formula $\varphi \in \mathcal{L}_1$ such that $[[\varphi]] = S$. □

Simulation equivalence. Consider the language $\mathcal{L}_2$ obtained from $\mathcal{L}_1$ by dropping logical negation, namely $\mathcal{L}_2$ is defined by the following grammar:

$$\varphi ::= p \mid \varphi_1 \land \varphi_2 \mid \text{EX}\varphi$$

It is known — see for example the handbook chapter by van Glabbeek [22, Sect. 8] — that the state equivalence $\equiv_{\mathcal{L}_2}$ induced by $\mathcal{L}_2$ coincides with simulation equivalence. Let us briefly recall the notion of simulation relation. Let $\mathcal{T} = (Q, R, AP, \ell)$ be a Kripke structure. A relation $\sigma \subseteq Q \times Q$ is a simulation if for any $s, s' \in Q$ such that $s \sigma s'$: (1) $\ell(s) = \ell(s')$; (2) if, for some $t \in Q$, $s R t$ then there exists some $t' \in Q$ such that $s' R t'$. Then, simulation equivalence $\sim_{\text{sim}} \subseteq Q \times Q$ is defined as follows: $s \sim_{\text{sim}} s'$ iff there exist two simulation relations $\sigma, \tau \subseteq Q \times Q$ such that $s \sigma s'$ and $s' \tau s$. A number of algorithms for computing the partition $\sim_{\text{sim}}$, which coincides with $P_{\mathcal{L}_2}$, have been designed (e.g. [1,3,18]). Here, as a consequence of Theorem 5.4, we get the following characterization of simulation equivalence in terms of forward completeness (recall that $\mu_{AP}$ is the closure determined by the interpretation of atomic propositions $AP$):
Corollary 6.3. \( \sim_{\text{sim}} = \equiv_{S_{\text{pre}[R]}(\mu_{AP})} \).

Moreover, as argued after Lemma 5.7, since \( \mathcal{L}_2 \) is not closed under logical negation, we have that the output partition \( P^r \) of simulation equivalence computed by the aforementioned algorithms is not optimal for the strong preservation of \( \mathcal{L}_2 \), in the sense that the partitioning closure \( \text{pcl}(P^r) \) does not coincide with the set of formula semantics \( \{[\varphi]_\ell \mid \varphi \in \mathcal{L}_2\} \).

Example 6.4. Consider the transition system of Example 6.2. Let us compute the simulation equivalence \( \sim_{\text{sim}} \) by resorting to Corollary 6.3 and to the iterative method of Lemma 5.3. Let \( \mu_{AP} = M([1,4,2356]) = \{\emptyset, 1, 4, 2356, 123456\} \).

\[
\begin{align*}
\mu_0 &= \mu_{AP} \\
\mu_1 &= M(\mu_0 \cup R_{\text{pre}[R]}(\mu_0)) \\
&= M(\mu_0 \cup \{1235 = \text{pre}[R]([1]), 346 = \text{pre}[R]([4]), 235 = \text{pre}[R]([2356])\}) \\
&= \{\emptyset, 1, 1235, 235, 2356, 3, 346, 36, 4, 123456\} \\
\mu_2 &= M(\mu_1 \cup R_{\text{pre}[R]}(\mu_1 \setminus \mu_0)) = M(\mu_1 \cup \{23456 = \text{pre}[R]([346])\}) \\
&= \{\emptyset, 1, 1235, 2, 235, 2356, 23456, 3, 346, 36, 4, 123456\} \quad \text{(fixpoint)}
\end{align*}
\]

Thus, \( \mu_{\mathcal{L}_2} = \mu_2 = S_{\text{pre}[R]}(\mu_{AP}) \) and \( \equiv_{\mu_2} = \sim_{\text{sim}} \), i.e., the partition associated to the simulation equivalence is \( P_{\mathcal{L}_2} = \{1,2,3,4,5,6\} \). As expected, note that \( \text{pcl}(P_{\mathcal{L}_2}) \sqsubseteq S_{\text{pre}[R]}(\mu_{AP}) \). Also note that \( P_{\mathcal{L}_2} \) is the same partition obtained for bisimulation in Example 6.2, although the closures \( \mu_{\mathcal{L}_1} \) and \( \mu_{\mathcal{L}_2} \) are well different. \( \square \)

7 Conclusion

We designed an abstract interpretation-based framework to study the properties of strong preservation of abstract model checking, where classical abstract model checking systems based on state partitions are embedded as particular abstract interpretations. Our main result showed that the minimal refinement of an abstract domain for achieving the completeness property w.r.t. the semantic operators of some language \( \mathcal{L} \) is exactly equivalent to the minimal refinement of the corresponding abstract model checking in order to get strong preservation for \( \mathcal{L} \). It is worth mentioning that we exploited the results in this paper to devise a generalized abstract interpretation-based Paige-Tarjan partition refinement algorithm which is able to compute the minimal refinements of abstract models which are strongly preserving for a generic inductively defined language [21].
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Abstract. We present an Abstract Interpretation-based framework for automatically analyzing programs containing digital filters. Our framework allows refining existing analyses so that they can handle given classes of digital filters. We only have to design a class of symbolic properties that describe the invariants throughout filter iterations, and to describe how these properties are transformed by filter iterations. Then, the analysis allows both inference and proofs of the properties about the program variables that are tied to any such filter.

1 Introduction

Digital filters are widely used in real-time embedded systems (as found in automotive, aeronautic, and aerospace applications) since they allow modeling into software behaviors previously ensured by analogical filters. A filter transforms an input stream of floating-point values into an output stream. Existing analyses are very imprecise in bounding the range of the output stream, because of the lack of precise linear properties that would entail that the output is bounded. The lack of precise domains when analyzing digital filters was indeed the cause of almost all the remaining warnings (potential floating-point overflows) in the certification of a critical software family with the analyzer described in [1,2].

In this paper, we propose an Abstract Interpretation-based framework for designing new abstract domains which handle filter classes. Human intervention is required for discovering the general shape of the properties that are required in proving the stability of such a filter. Roughly speaking, filter properties are mainly an abstraction of the input stream, from which we deduce bounds on the output stream. Our framework can then be used to build the corresponding abstract domain. This domain propagates all these properties throughout the abstract computations of programs. Our approach is not syntactic, so that loop unrolling, filter reset, boolean control, and trace (or state) partitioning are dealt with for free and any filter of the class (for any setting) is analyzed precisely.

Moreover, in case of linear filters, we propose a general approach to build the corresponding class of properties. We first design a rough abstraction, in which at each filter iteration, we do not distinguish between the contributions of each input. Then, we design a precise abstraction: using linearity, we split the output between the global contribution of floating-point errors, and the contribution of
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the ideal filter behavior. Global floating-point error contribution is then bounded using the rough abstraction, while ideal filter output is precisely described by formally expanding it, so that the contribution of each input is exactly described in the real field, and then approximated in floating-point arithmetics.

We have instantiated our framework for two kinds of widely used linear filters: the high bandpass and second order filters. The framework was fully implemented in OCAML [8] and plugged into an existing analyzer. We have obtained bounds that are very close to sample experimental results, which has allowed solving nearly all of our remaining warnings [2].

Previous works. To our knowledge, this is the first analysis that abstracts filter output invariants. Nevertheless, some work has been done in filter optimization. In [7], affine equality relationships [6] among variables at the beginning and at the end of loop iterations are used to factorize filters at compile time. In our case, because of floating-point rounding errors, there are no such affine equality relationships, so a more complex domain such as polyhedra [5] is required to perform the same task. Moreover, our programs involve complex boolean control flows. Thus, filter factorization cannot be performed without a highly expensive partitioning. Furthermore, our goal is just to prove the absence of error at runtime, and not to describe precisely the global behavior of filters.

Outline. In Sect. 2, we present the syntax and semantics of our language. In Sect. 3, we describe a generic abstraction for this language. In Sect. 4, we define a generic extension for refining existing abstractions. In Sect. 5, we give numerical abstract domains for describing sets of real numbers. In Sect. 6, we describe, on our examples, the general approach to building such generic extensions. In Sect. 7, we describe the impact of these extensions on the analysis results.

2 Language

We analyze a subset of C without dynamic memory allocation nor side-effect. Moreover, the use of pointer operations is restricted to call-by reference. For the sake of simplicity, we introduce an intermediate language to describe programs interpreted, between the concrete and an abstract level. We suppose that lvalue resolution has been partially solved (see [2, Sect. 6.1.3]). Furthermore, assignments (which use floating-point arithmetics at the concrete level) have been conservatively abstracted into non-deterministic assignments in the real field, i.e., floating-point expressions have been approximated by linear forms with real interval coefficients. These linear forms include both the rounding errors and some expression approximations (see [10]). We also suppose that runtime errors (such as floating-point overflows) can be described by interval constraints on the memory state after program computations.

Let \( \mathcal{V} \) be a finite set of variables. We denote by \( \mathcal{I} \) the set of all real number intervals (including \( \mathbb{R} \) itself). We define inductively the syntax of programs in Fig. 1. We denote by \( \mathcal{E} \) the set of expressions \( E \). We describe the semantics of these programs in a denotational way. An environment \( (\rho \in \mathcal{V} \rightarrow \mathbb{R}) \) denotes a memory state. It maps each variable to a real number. We denote by \( \text{Env} \) the set
$V \in \mathcal{V}, \ I \in \mathcal{I}$

$E := I \ | \ V \ | \ (-V) + E \ | \ V + E \ | \ I \times V + E$

$P := V = E \ | \ \text{skip} \ | \ \text{if} \ (V \geq 0) \ \{P\} \ \text{else} \ \{P\} \ | \ \text{while} \ (V \geq 0) \ \{P\} \ | \ P; P$

**Fig. 1.** Syntax.

$$[[I]\_E(\rho) = I, \ [V]\_E(\rho) = \{\rho(V)\}$$

$$((-V) + E)\_E(\rho) = \{a - \rho(V) \ | \ a \in [E]\_E(\rho)\}, \ [V + E]\_E(\rho) = \{\rho(V) + a \ | \ a \in [E]\_E(\rho)\}$$

$$[I \times V + E]\_E(\rho) = \{b \times \rho(V) + a \ | \ a \in [E]\_E(\rho), b \in I\}$$

$$[V = E]_P(\rho) = \{\rho[V \mapsto x] \ | \ x \in [E]\_E(\rho)\}$$

$$[\text{skip}]_P(\rho) = \{\rho\}$$

$$[[\text{if} \ (V \geq 0) \ \{P_1\} \ \text{else} \ \{P_2\}]_P(\rho) = \begin{cases} [[P_1]]_P(\rho) & \text{if } \rho(V) \geq 0 \\ [[P_2]]_P(\rho) & \text{otherwise} \end{cases}$$

$$[[\text{while} \ (V \geq 0) \ \{P\}]_P(\rho) = \{\rho' \in \text{Inv} \ | \ \rho'(V) < 0\}$$

where $\text{Inv} = \text{lfp}(X \mapsto \{\rho\} \cup (\bigcup \{ [[P]]_P(\rho') \ | \ \rho' \in X, \rho'(V) \geq 0\}))$

$$[[P_1; P_2]]_P(\rho) = \bigcup \{ [[P_2]]_P(\rho') \ | \ \rho' \in [[P_1]]_P(\rho)\}$$

**Fig. 2.** Concrete semantics.

of all environments. The semantics of a program $P$ is a function $([P]_P \in \text{Env} \rightarrow \varphi(\text{Env}))$ mapping each environment $\rho$ to the set of the environments that can be reached when applying the program $P$ starting from the environment $\rho$. The function $[\_]_P$ is defined by induction on the syntax of programs in Fig. 2. Loop semantics requires the computation of a loop invariant, which is the set of all environments that can be reached just before the guard of this loop is tested. This invariant is well-defined as the least fixpoint of a $\cup$-complete endomorphism in the powerset $\varphi(\text{Env})$. Nevertheless, such a fixpoint is usually not computable, so we give a decidable approximate semantics in the next section.

We describe two filter examples, that we will use throughout the paper.

**Example 1.** A high bandpass filter can be encoded by the following program:

$$V = \mathbb{R}; \ E_1 = [0; 0];$$

while $(V \geq 0)$ {
  $$V = \mathbb{R}; \ T = \mathbb{R}; \ E_0 = I;$$
  if $(T \geq 0)$ {
    $$S = A \times S + E_0 + (-E_1) + F;$$
    $$E_1 = E_0;$$
  }
}

Roughly speaking, the interval $I$ denotes the range of filter entries. Floating-point rounding errors are captured by the range of both intervals $A$ and $F$. The interval $A$ describes the filter coefficient and satisfies $A \subseteq [\frac{1}{2}; 1]$. Variables $V$ and $T$ allow control flow enforcement. At each loop iteration, the variable $S$ denotes the value of the current filter output, the variable $E_0$ denotes the value of the current filter input, and the variable $E_1$ denotes the value of the previous filter input. Depending on the value of $T$, the filter is either reset (i.e., the output is set to 0), or iterated (i.e., the value of the next output is calculated from the last output value and the two last input values). The analysis described in [2]
only discovers inaccurate bounds for the variable $S$. It works as if the expression $A \times S + E_0 - E_1 + F$ were approximated by $A \times S + (2 \times I + F)$. The analysis discovers the first widening threshold $l$ (see [1, Sect. 2.1.2]) such that $l$ is greater than $\frac{2 \times i + I}{i - a}$, for any $(i, f, a) \in I \times F \times A$. It proves that $l$ is stable, and then successive narrowing iterations refine the value $l$. □

Example 2. A second order digital filter can be encoded as follows:

\[
V = \mathbb{R}; E_1 = [0; 0]; E_2 = [0; 0];
\]

while ($V \geq 0$) \{
\[
V = \mathbb{R}; T = \mathbb{R}; E_0 = I;
\]

if ($T \geq 0$) \{ $S_0 = E_0; S_1 = E_0$ \}

else \{ $S_0 = A \times S_1 + B \times S_2 + C \times E_0 + D \times E_1 + E \times E_2 + F$; \}

\[
E_2 = E_1; E_1 = E_0; S_2 = S_1; S_1 = S_0
\}

Roughly speaking, the interval $I$ denotes the range of filter entries. Intervals $A$, $B$, $C$, $D$ and $E$ denote filter coefficients and satisfy $A \subseteq [0; \infty], B \subseteq -1; 0$ and $\forall (a, b) \in A \times B, a^2 + 4 \times b < 0$. Floating-point rounding errors are captured by the range of intervals $A$, $B$, $C$, $D$, $E$ and $F$. Variables $V$ and $T$ allow control flow enforcement. At each loop iteration, the variable $S_0$ denotes the value of current filter output, variables $S_1$ and $S_2$ denote the last two values of filter output, the variable $E_0$ denotes the value of the current filter input, and variables $E_1$ and $E_2$ denote the last two values of filter input. Depending on the value of $T$, either the filter is reset (i.e., both the current and the previous outputs are set to the same value), or iterated (i.e., the value of the next output is calculated from the last two output values and the last three input values). The analysis described in [2] fails to discover any bound for the variables $S_0, S_1, S_2$. □

3 Underlying Domain

We use the Abstract Interpretation framework [3,4] to derive a generic approximate semantics. An abstract domain $Env^\sharp$ is a set of properties about memory states. Each abstract property is related to the set of the environments which satisfy it via a concretization map $\gamma$. An operator $\sqcup$ allows the gathering of information about different control flow paths. Some primitives ASSIGN and GUARD are sound counterparts to concrete assignments and guards. To effectively compute an approximation of concrete fixpoints, we introduce an iteration basis $\bot$, a widening operator $\triangledown$ and a narrowing operator $\triangle$. Several abstract domains collaborate, and refine each others using very simple constraints: variable ranges and equality relations. These constraints are related to the concrete domains via two concretization functions $\gamma_\triangledown$ and $\gamma_\triangle$ that respectively map each function $\rho^\sharp \in \mathcal{V} \rightarrow \mathcal{I}$ to the set of the environments $\rho$ such that $\forall X \in \mathcal{V}, \rho(X) \in \rho^\sharp(X)$, and each relation $\mathcal{R} \subseteq \mathcal{V}^2$ to the set of environments $\rho$ such that for any variables $X$ and $Y$, $(X, Y) \in \mathcal{R}$ implies that $\rho(X) = \rho(Y)$. The primitives RANGE and EQU capture simple constraints about the filter input stream, and about
Definition 1 (Generic abstraction). An abstraction is defined by a tuple 
\((\text{Env}^\sharp, \gamma, \sqcup, \text{ASSIGN}, \text{GUARD}, \sqcap, \sqcup, \Delta, \text{RANGE}, \text{EQU}, \text{REDUCE})\) such that:

1. \(\text{Env}^\sharp\) is a set of properties;
2. \(\gamma \in \text{Env}^\sharp \rightarrow \varphi(\text{Env})\) is a concretization map;
3. \(\forall a, b \in \text{Env}^\sharp, \gamma(a) \cup \gamma(b) \subseteq \gamma(a \sqcup b)\);
4. \(\forall a \in \text{Env}^\sharp, \rho^\sharp \in (\mathbb{V} \rightarrow \mathcal{I}), \gamma(a) \cap \gamma(\rho^\sharp) \subseteq \gamma(\text{REDUCE}(\rho^\sharp, a))\)
   moreover \(\text{REDUCE}([X \mapsto \mathbb{R}], a) = a\);
5. \(\sqcup\) is a widening operator such that: \(\forall a, b \in \text{Env}^\sharp, \gamma(a) \cup \gamma(b) \subseteq \gamma(a \sqcup b)\)
   and \(\forall \rho^\sharp \in (\mathbb{V} \rightarrow \mathcal{I}), (a_i) \in (\text{Env}^\sharp)^n\), the sequence \((a^\gamma_i)\) defined by
   \(a^\gamma_0 = \text{REDUCE}(\rho^\sharp, a_0)\) and \(a^\gamma_n = \text{REDUCE}(\rho^\sharp, a_n \sqcup a_{n+1})\) is ultimately stationary;
6. \(\Delta\) is a narrowing operator such that: \(\forall a, b \in \text{Env}^\sharp, \gamma(a) \cap \gamma(b) \subseteq \gamma(a \delta b)\)
   and \(\forall \rho^\sharp \in (\mathbb{V} \rightarrow \mathcal{I}), (a_i) \in (\text{Env}^\sharp)^n\), the sequence \((a^\delta_i)\) defined by
   \(a^\delta_0 = \text{REDUCE}(\rho^\sharp, a_0)\) and \(a^\delta_n = \text{REDUCE}(\rho^\sharp, a_n \delta a_{n+1})\) is ultimately stationary;
7. \(\forall a \in \text{Env}^\sharp, X \in \mathbb{V}, E \in \mathcal{E}, \rho \in \gamma(a), [X = E]_P(\rho) \subseteq \gamma(\text{ASSIGN}(X = E, a))\);
8. \(\forall a \in \text{Env}^\sharp, X \in \mathbb{V}, I \in \mathcal{I}, \{\rho \in \gamma(a) | \rho(X) \in I\} \subseteq \gamma(\text{GUARD}(X, I, a))\);
9. \(\forall a \in \text{Env}^\sharp, \gamma(a) \subseteq \gamma(\text{RANGE}(a))\) and \(\gamma(a) \subseteq \gamma(\text{EQU}(a))\).

Least fixpoint approximation is performed in two steps [3]: we first compute
an approximation using the widening operator; then we refine it using
the narrowing operator. More formally, let \(f\) be a \(\sqcup\)-complete endomorphism of \(\varphi(\text{Env})\), and \((f^\sharp \in \text{Env}^\sharp \rightarrow \text{Env}^\sharp)\) be an abstract counterpart of \(f\) satisfying
\(\forall a \in \text{Env}^\sharp, (f \circ \gamma)(a) \subseteq (\gamma \circ f^\sharp)(a)\). The abstract upward iteration \((C^\gamma_n)\) of \(f^\sharp\)
is defined by \(C^\gamma_0 = \bot\) and \(C^\gamma_{n+1} = C^\gamma_n \sqcup f^\sharp(C^\gamma_n)\). The sequence \((C^\gamma_n)\) is ultimately
stationary and its limit \(C^\gamma\) satisfies \(\text{lfp}(f) \subseteq \gamma(C^\gamma)\). Then the abstract down-
ward iteration \((D^\delta_n)\) of \(f^\sharp\) is defined by \(D^\delta_0 = C^\gamma\) and \(D^\delta_{n+1} = D^\delta_n \delta f^\sharp(D^\delta_n)\). The
sequence \((D^\delta_n)\) is ultimately stationary and its limit \(D^\delta\) satisfies \(\text{lfp}(f) \subseteq \gamma(D^\delta)\).
So we define \(\text{lfp}(f^\sharp)\) by the limit of the abstract downward iteration of \(f^\sharp\).

The abstract semantics of a program is given by a function \([\cdot]_P^\sharp \in \text{Env}^\sharp \rightarrow \text{Env}^\sharp\) in Fig. 3. Its soundness can be proved by induction on the syntax:

**Theorem 1.** For any program \(P\), environment \(\rho\), abstract element \(a\), we have:

\[
\rho \in \gamma(a) \implies [P]_P(\rho) \subseteq \gamma([P]_P^\sharp(a)).
\]
4 Generic Extension

We now show how an analysis can be extended to take into account a given class of digital filters. We first introduce all the primitives that we need to build such a domain. Then we define a single domain. At last, we build an approximate reduced product between such a domain and an underlying domain.

4.1 Primitives

A filter domain collects constraints that relate some variables that will be used again at the next filter iteration with some filter parameters and a dynamic information. This provides approximation of both filter input and output. For instance, the variables may be the last outputs, the parameters some directing coefficients, and the dynamic information a radius inferred during the analysis. Let \( m \) be the numbers of variables to be used and \( n \) that of the filter parameters. The abstract domain maps tuples in \( \mathcal{T} = \mathcal{V}^m \times \mathbb{R}^n \) to elements of the set \( \mathcal{B} \) of dynamic information. The set of the environments that satisfies a constraint \( c \in \mathcal{T} \times \mathcal{B} \) is given by its concretization \( \gamma_B(c) \). An operator \( \sqcup_B \) is used to merge constraints related to the same tuple, but coming from distinct flows. For each assignment \( X = E \) interpreted in an environment satisfying the range constraints described by \( \rho^\delta \in \mathcal{V} \rightarrow \mathcal{I} \), the set \( \text{RLVT}(X = E) \) denotes the set of tuples corresponding to the constraints that are modified by this assignment (usually the tuples containing some variables that occurs in the expression \( E \)). For each of these tuples \( t \) associated with the dynamic information \( a \), the pair \( \text{PT}(X = E, t, \rho^\delta) = (t', \text{info}) \) is such that \( t' \) is the tuple that is tied, after the assignment (obtained by shifting the variables), by the new constraint\(^1\), and \( \text{info} \) contains all the parameters about both the filter and the input stream that are required to infer the dynamical information. This information is itself updated by \( \delta(\text{info}, a) \). The element \( \sqcap_B \) provides the basis of iterations. Extrapolation operators \( \nabla_B \) and \( \Delta_B \) allow the concrete post-fixpoint approximation. A primitive \text{BUILD} receives some range and equality constraints from the underlying domain to build filter constraints when the filter is reset. Conversely, the function \text{TO} extracts information about the range of the output stream to be passed to the underlying domain.

**Definition 2 (Generic extension).** An abstract extension is given by a tuple \((\mathcal{T}, \mathcal{B}, \gamma_B, \sqcup_B, \text{RLVT}, \text{INFO}, \text{PT}, \delta, \sqcap_B, \nabla_B, \Delta_B, \text{BUILD}, \text{TO})\) which satisfies:

1. \( \mathcal{T} = \mathcal{V}^m \times \mathbb{R}^n \), where \( m, n \in \mathbb{N} \); \( \mathcal{B} \) is a set of dynamical information;
2. \( \gamma_B \in \mathcal{T} \times \mathcal{B} \rightarrow \varphi(\text{Env}) \) is a concretization map;
3. \( \forall a, b \in \mathcal{B}, t \in \mathcal{T}, \gamma_B(t, a) \cup \gamma_B(t, b) \subseteq \gamma_B(t, a \sqcup_B b) \);
4. assignments: \( \text{RLVT} \) maps an expression \( E \in \mathcal{E} \) to a subset \( T \) of \( \mathcal{T} \); \( \text{INFO} \) is a set of filter parameters; \( \forall X \in \mathcal{V}, E \in \mathcal{E}, \rho^\delta \in \mathcal{V} \rightarrow \mathcal{I}, \) we have \( \text{PT}(X = E, t, \rho^\delta) \in \mathcal{T} \times \text{INFO}, \) the map \( t \mapsto \text{fst}(\text{PT}(X = E, t, \rho^\delta)) \) is injective, and

\(^1\) \( \rho^\delta \) may be used to interpret some variables that occur in \( E \). It also infers a bound to the filter input.
∀t ∈ RLVT(E), a ∈ B, such that ρ ∈ γ_B(t, a) ∩ γ_I(ρ^♯), we have [X = E]_P(ρ) ⊆ γ_B(t', δ(info, a)), with (t', info) = pt(X = E, t, ρ^♯);

5. \( \nabla_B \) is a widening operator such that: \( \forall a, b ∈ B, \forall t ∈ T, γ_B(t, a) \cup γ_B(t, b) ⊆ γ_B(t, (a ∨_B b)) \); and \( \forall (a_i) ∈ B^N \), the sequence \( (a^\gamma_i) \) defined by \( a_0^\gamma = a_0 \) and \( a_{n+1}^\gamma = a_n^\gamma \cap \nabla_B a_{n+1} \) is ultimately stationary;

6. \( \triangle_B \) is a narrowing operator such that: \( \forall a, b ∈ B, \forall t ∈ T, γ_B(t, a) \cap γ_B(t, b) ⊆ γ_B(t, (a \triangle_B b)) \); \( \forall (a_i) ∈ B^N \), the sequence \( (a^\delta_i) \) defined by \( a_0^\delta = a_0 \) and \( a_{n+1}^\delta = a_n^\delta \triangle_B a_{n+1} \) is ultimately stationary;

7. **filter constraint synthesis** from the underlying domain:

\[ ∀ρ^♯ ∈ \mathcal{V} → \mathcal{I}, \mathcal{R} ∈ φ(\mathcal{V}^2), t ∈ T, γ_I(ρ^♯) \cap γ_=(\mathcal{R}) ⊆ γ_B(t, \text{BUILD}(t, ρ^♯, \mathcal{R})); \]

8. **interval constraint synthesis**:

\[ TO ∈ (T × B) → (\mathcal{V} → \mathcal{I}) \text{ and } ∀t ∈ T, a ∈ B, γ_B(t, a) ⊆ γ_I(\text{TO}(t, a)). \]

4.2 Abstract Domain

We now build an abstraction from a generic extension. We first enrich the set \( B \) with an extra element \( \top_B \notin B \). That element will denote the fact that a tuple is tied to no constraint. We set \( γ_B(t, \top_B) = \text{Env}(ρ^♯) \) and \( \text{TO}(t, \top_B) = \text{Env}(ρ^♯) \). We also lift other primitives of the domain so that they return \( \top_B \) as soon as one of their arguments is \( \top_B \). The abstract domain \( \text{Env}^♯_F = (T → B) \) is related to \( φ(\text{Env}) \) by the concretization function \( γ_F \) which maps \( f ∈ \text{Env}^♯_F \) to the set of environments \( (∩_{t ∈ T} γ_B(t, f(t))) \) that satisfy all the constraints encoded by \( f \). The operator \( ∪_F \) applies componentwise the operator \( ∪_B \). The abstract assignment may require information about variable ranges in order to extract filter parameters (in particular the input values). The abstract assignment \( \text{ASSIGN}^♯_F(X = E, f) \) of an abstract element \( f \) under the interval constraints \( ρ^♯ ∈ \mathcal{V} → \mathcal{I} \) is given by the abstract element \( f' \) where:

1. if \( E \) is a variable \( Y \), each constraint containing \( Y \) gives a constraint for \( X \): we take \( f'(t) = f(σt) \), where \( σ \) substitutes each occurrence of \( X \) by \( Y \);
2. otherwise, we remove each constraint involving \( X \), and add each constraint corresponding to some filter iteration, \( f'(t) \) is given by:

\[
\begin{cases}
\delta(info, f(t_-)) & \text{if } \exists t_- ∈ RLVT(E), (t, info) = pt(X = E, t_-, ρ^♯), \\
\mid_B & \text{otherwise};
\end{cases}
\]

We also set \( \text{ASSIGN}_F(X = E, f) = \text{ASSIGN}^{\text{RANGE}_F}(f)(X = E, f) \). Since filter invariants do not rely on guards, we set \( \text{GUARD}_F(X, I, f) = f \). The function \( \text{RANGE}_F(f) \) maps each variable \( X \) to the interval \( (∩_{t ∈ T} \text{TO}_F(t, f(t)))(X) \); since filters do not generate syntactic equality constraints, we take \( \text{EQU}_F = \emptyset \). We also ignore the constraints that are passed by the other domains, this way we take \( \text{REDUCE}_F(ρ^♯, a) = a \). The \( ⊥_F \) element maps each tuple to the element \( \top_B \).

The operators \( (\nabla_F, \triangle_F) \) are defined componentwise. We define the tuple \( A_F \) by \( (\text{Env}^♯_F, γ_F, ∪_F, \text{ASSIGN}_F, \text{GUARD}_F, ⊥_F, \nabla_F, \triangle_F, \text{RANGE}_F, \text{EQU}_F, \text{REDUCE}_F) \).

**Theorem 2.** The tuple \( A_F \) is an abstraction.
4.3 Product and Approximate Reduced Product

Unfortunately the abstraction $A_F$ cannot compute any constraint, mainly because of inaccurate assignments and guards, and abstract iterations always return the top element. Hence we use a reduced product between this abstraction and an existing underlying abstraction to refine and improve the analysis. Let $A_0 = (Env^0, \gamma_0, \sqcap, \text{ASSIGN}_0, \text{GUARD}_0, \perp_0, \nabla_0, \Delta_0, \text{RANGE}_0, \text{EQU}_0, \text{REDUCE}_0)$ be an abstraction. We first introduce the product of the two abstractions. The abstract domain $Env^*$ is the Cartesian product $Env^0 \times Env^F$. The operator $\sqcup$, the transfer functions (ASSIGN, GUARD), the function REDUCE and the extrapolation operators $(\perp, \nabla, \Delta)$ are all defined pairwise. The concretization and the remaining refinement primitives are defined as follows:

\[
\begin{align*}
\gamma(a, f) &= \gamma_0(a) \cap \gamma_F(f), \\
\text{EQU}(a, f)(X, Y) &\iff \text{EQU}_0(a)(X, Y) \text{ or } \text{EQU}_F(f)(X, Y), \\
\text{RANGE}(X)(a, f) &= \text{RANGE}_0(X)(a) \cap \text{RANGE}_F(X)(f),
\end{align*}
\]

which corresponds to taking the meet of collected information.

We refine abstract assignments and binary operators:

- before assignments, we synthesize the filter constraints that are relevant for the assignment; during assignments, we use the underlying constraints to interpret the expression; and after assignments, we use the filter constraints to refine the properties in the underlying domain. That is to say, we define $\text{ASSIGN}'(X = E, (a, f))$ by $(\text{REDUCE}_0(\text{RANGE}_F(f''), a''), f'')$ where:
  
  - $(a'', f'') = (\text{ASSIGN}_0(X = E, a), \text{ASSIGN}^\text{RANGE}_0(a)(X = E, f'))$
  
  - $f'(t) = \begin{cases} 
  \text{BUILD}(t, \text{RANGE}_0(a), \text{EQU}_0(a)) & \text{if } t \in \text{RLVT}(E) \text{ and } f(t) = \top_B, \\
  f(t) & \text{otherwise.}
  \end{cases}$

- before applying a binary operator, we refine the filter constraints so that both arguments constrain the same set of tuples; after applying a binary operator, we use the filter constraints to refine the underlying domain properties. That is to say, for any operator $\otimes \in \{\sqcap, \Delta, \nabla\}$, we define $(a_1, f_1) \otimes' (a_2, f_2)$ by $(\text{REDUCE}_0(\text{RANGE}_F(f''), a''), f'')$ where:
  
  - $(a'', f'') = (a_1 \otimes a_2, f_1 \otimes_F f_2)$
  
  - $f_i'(t) = \begin{cases} 
  \text{BUILD}(t, \text{RANGE}_0(a_i), \text{EQU}_0(a_i)) & \text{if } f_i(t) = \top_B \text{ and } f_{2-i}(t) \neq \top_B, \\
  f_i(t) & \text{otherwise.}
  \end{cases}$

We set $A = (Env^*, \gamma, \sqcup', \text{ASSIGN}', \text{GUARD}, \perp, \nabla', \Delta', \text{RANGE}, \text{EQU}, \text{REDUCE})$.

**Theorem 3.** The tuple $A$ is an abstraction. \hfill \square

5 Numerical Abstract Domains

Until now, we have only used real numbers. In order to implement numerical abstract domains, we use a finite subset $\mathbb{F}$ of real numbers (such as the floating-point numbers), that is closed under negation. The set $\mathbb{F}$ is obtained by enriching the set $\mathbb{F}$ with two extra elements $+\infty$ and $-\infty$ that respectively describe the
reals that are greater (resp. smaller) than the greatest (resp. smallest) element of $\mathbb{F}$. Since the result of a computation on elements of $\mathbb{F}$ may be not in $\mathbb{F}$, we suppose we are given a function $[\cdot]$, that provides an upper bound in $\mathbb{F}$ to real numbers. The set $\mathbb{F}$ is also endowed with a finite widening ramp $L$ [2, Sect. 7.1.2]. For any two elements $a$ and $b$ in $\mathbb{F}$ we set $a \triangledown_{\mathbb{F}} b = \min\{l \in L \cup \{a; +\infty\} \mid \max(a, b) \leq l\}$. We now design two families of abstract domains parametrized by the integers $q$ and $r$ that allow tuning the extrapolation strategy.

- The domain $\mathcal{F}_{q,r}$ is the set $\mathbb{F} \times \mathbb{Z}$. It is related to $\wp(\mathbb{R})$ via the concretization $\gamma_{\mathcal{F}_{q,r}}$ that maps any pair $(e, k)$ into the set of the reals $r$ such that $|r| \leq e$. The bottom element $\bot_{\mathcal{F}_{q,r}}$ is $(-\infty, 0)$. The binary operators $\cup_{\mathcal{F}_{q,r}}$, $\triangledown_{\mathcal{F}_{q,r}}$, and $\Delta_{\mathcal{F}_{q,r}}$ are defined as follows:

\begin{itemize}
\item $(a_1, k_1) \cup_{\mathcal{F}_{q,r}} (a_2, k_2) = (\max(a_1, a_2), 0)$;
\item $(a_1, k_1) \triangledown_{\mathcal{F}_{q,r}} (a_2, k_2) = \begin{cases} (a_1, k_1) & \text{if } a_1 \geq a_2 \\ (a_2, k_1 + 1) & \text{if } a_2 > a_1 \text{ and } k_1 < q \\ (a_1 \triangledown_{\mathbb{F}} a_2, 0) & \text{otherwise}; \end{cases}$
\item $(a_1, k_1) \Delta_{\mathcal{F}_{q,r}} (a_2, k_2) = \begin{cases} (a_1, k_1) & \text{if } a_1 \leq a_2 \text{ or } k_1 \leq (-r) \\ (a_2, \min(k_1, 0) - 1) & \text{if } a_2 < a_1 \text{ and } k_1 > (-r); \end{cases}$
\end{itemize}

A constraint is only widened if it has been unstable $q$ times since its last widening. On the other side, narrowing stops after $r$ iterations.

- The domain $\mathcal{F}_{q,r}^2$ is the Cartesian product between $\mathcal{F}_{0,r}$ and $\mathcal{F}_{q,0}$. It is related to $\wp(\mathbb{R})$ via a concretization map $\gamma_{\mathcal{F}_{q,r}^2}$ that maps elements $(a, b)$ to $\gamma_{\mathcal{F}_{0,r}}(a) \cap \gamma_{\mathcal{F}_{q,0}}(b)$. The element $\bot_{\mathcal{F}_{q,r}^2}$ is the pair $(\bot_{\mathcal{F}_{0,r}}, \bot_{\mathcal{F}_{q,0}})$. Binary operators are defined pairwise, except the widening, that is defined as follows:

\[((a_1, k_1), (b_1, l_1)) \triangledown_{\mathcal{F}_{q,r}^2} ((a_2, k_2), (b_2, l_2)) = ((\min(a_3, b_3), 0), (b_3, l_3)),\]

where $(a_3, k_3) = (a_1, k_1) \triangledown_{\mathcal{F}_{0,r}} (a_2, k_2)$ and $(b_3, l_3) = (b_1, l_1) \triangledown_{\mathcal{F}_{q,0}} (b_2, l_2)$.

The elements $a$ and $b$ in the pair $(a, b)$ are intended to describe the same set of reals. Nevertheless, they will be iterated using distinct extrapolation strategies and distinct transfer functions. The element $a$ will be computed via a transfer function $f \in \mathbb{F} \rightarrow \mathbb{F}$, whereas $b$ will be computed via a relaxed transfer function that try to guess the fixpoint of $f$. The element $b$ is used to refine the element $a$ after widening, in case it becomes more precise. This allows computing arbitrary thresholds during iterations. To ensure termination, it is necessary also to widen $b$, but this is not done at each iteration.

6 Applications

We propose a general approach to build accurate instantiations for generic extensions in case of linear filtering. We first design a rough abstraction ignoring the historical properties of the input. That way, filters will be considered as if the output only depends on the previous outputs and on only the last global contributions of the last inputs. Then, we formally expand filter equations, so that the overall contribution of each input is exactly described. We use the rough abstraction to approximate the contribution of the floating-point rounding errors
We derive a simplified high passband filter. In the whole section, we use a function \( \text{EVAL}^\sharp \) that maps each pair \((E, \rho^\sharp)\), where \( E \) is an expression and \( \rho^\sharp \) is an abstract environment in \( \mathcal{V} \to \mathcal{I} \), to \( m \in \mathbb{F} \) such that \( \forall \rho \in \gamma_\mathcal{I}(\rho^\sharp), \ [E]_E(\rho) \subseteq [-m;m] \). We also use two natural number parameters \( q \) and \( r \), and a real number parameter \( \epsilon > 0 \).

### 6.1 Rough Abstraction

To get the rough abstraction, we forget any historical information about the inputs during the filter iterations, so that each output is computed as an affine combination of the previous outputs. The constant term is an approximation of the contributions of both the previous inputs and the floating-point rounding errors. Human intervention is only required during the design of the domain to discover the form of the properties that are relevant, and the way these properties are propagated throughout a filter iteration.

**Simplified High Passband Filter.** A simplified high passband filter relates an input stream \( E_a \) to an output stream defined by \( S_{n+1} = aS_n + E_n \).

**Theorem 4.** Let \( \varepsilon_a \geq 0 \), \( D \geq 0 \), \( m \geq 0 \), \( a \), \( X \) and \( Z \) be real numbers such that \( |X| \leq D \) and \( aX - (m + \varepsilon_a|X|) \leq Z \leq aX + (m + \varepsilon_a|X|) \).

Then we have:

- \( |Z| \leq (|a| + \varepsilon_a)D + m \);
- \( \left( |a| + \varepsilon_a < 1 \text{ and } D \geq \frac{m}{1-|a|+|\varepsilon_a|} \right) \rightarrow |Z| \leq D. \)

We define two maps \( \phi_1 \in \mathbb{F}^2 \times \mathbb{F}^2 \to \mathbb{F} \) and \( \phi_2 \in \mathbb{F}^2 \times \mathbb{F} \to \mathbb{F} \) by:

\[
\phi_1(a, \varepsilon_a, m, D) = \left( \frac{|a| + |\varepsilon_a|D + m}{1-|a| + |\varepsilon_a|} \right),
\phi_2(a, \varepsilon_a, m) = \begin{cases} \frac{m(1+\epsilon)}{1-|a|+|\varepsilon_a|} & \text{if } |a| + |\varepsilon_a| < 1 \\ +\infty & \text{otherwise.} \end{cases}
\]

We derive the following extension:

- \( T_{r_1} = (V \times \mathbb{F}^2) \) and \( \text{info} = \mathbb{F}^2 \times \mathbb{F} \);
- \( (B_{r_1}, \perp_{r_1}, \cup_{B_{r_1}}, \lor_{B_{r_1}}, \Delta_{B_{r_1}}) = (\mathcal{F}_{q,r}^2, \perp_{\mathcal{F}_{q,r}^2}, \cup_{\mathcal{F}_{q,r}^2}, \lor_{\mathcal{F}_{q,r}^2}, \Delta_{\mathcal{F}_{q,r}^2}) \);
- \( \gamma_{B_{r_1}}((X, a, \varepsilon_a), e) = \{ \rho \in \text{Env} \mid \rho(X) \in \gamma_{\mathcal{F}_{q,r}^2}(e) \} \);
- \( \text{RIVT}_{r_1} \) maps each expression \( E \) to the set of the tuples \((X, a, \varepsilon_a)\), such that \( E \) matches \( I \times X + E' \) with \( I \subseteq [\frac{1}{2};1] \) and \( I = [a - \varepsilon_a; a + \varepsilon_a] \);
- \( \text{PT}_{r_1}(Z = I \times X + E', (X, a, \varepsilon_a), \rho^\sharp) = ((Z, a, \varepsilon_a), (a, \varepsilon_a, m)) \) where \( m = \text{EVAL}^\sharp(E', \rho^\sharp)^2 \);
- \( \delta_{r_1}((a, \varepsilon_a, m), ((D_1, k_1), (D_2, k_2))) = ((r_1, 0), (r_2, 0)) \) where \( r_1 = \phi_1(a, \varepsilon_a, m, D_1) \) and \( r_2 = \max(\phi_1(a, \varepsilon_a, m, D_2), \phi_2(a, \varepsilon_a, m)) \);
- \( \text{BUILD}_{r_1}((X, a, \varepsilon_a), \rho^\sharp, \mathcal{R}) = ((m, 0), (m, 0)) \), with \( m = \text{EVAL}^\sharp(X, \rho^\sharp) \);
- \( \text{TO}_{r_1}((X, a, \varepsilon_a), e) = \begin{cases} Y \mapsto \gamma_{\mathcal{F}_{q,r}^2}(e) & \text{if } X = Y \\ Y \mapsto \mathbb{R} & \text{otherwise.} \end{cases} \)
A simplified second order filter relates an input stream \(E_n\) to an output stream defined by:
\[
S_{n+2} = aS_{n+1} + bS_n + E_{n+2}.
\]
Thus we experimentally observe, in Fig. 4, that starting with \(S_0 = S_1 = 0\) and provided that the input stream is bounded, the pair \((S_{n+2}, S_{n+1})\) lies in an ellipsoid. Moreover, this ellipsoid is attractive, which means that an orbit starting out of this ellipsoid, will get closer of it. This behavior is explained by Thm. 5.

**Simplified Second Order Filter.**

**Theorem 5.** Let \(a, b, \varepsilon_a \geq 0, \varepsilon_b \geq 0, K \geq 0, m \geq 0, X, Y\) be real numbers, such that \(a^2 + 4b < 0\), and \(X^2 - aXY - bY^2 \leq K\). Let \(Z\) be a real number such that:
\[
aX + bY - (m + \varepsilon_a |X| + \varepsilon_b |Y|) \leq Z \leq aX + bY + (m + \varepsilon_a |X| + \varepsilon_b |Y|).
\]

Let \(\delta = 2\frac{\varepsilon_b + \varepsilon_a \sqrt{-b}}{\sqrt{-(a^2 + 4b)}}\), we have:

1. \(|X| \leq 2\sqrt{\frac{bK}{a^2 + 4b}}\) and \(|Y| \leq 2\sqrt{\frac{-K}{a^2 + 4b}}\);
2. \(Z^2 - aZX - bX^2 \leq \left((\sqrt{-b} + \delta)\sqrt{K} + m\right)^2\);
3. \(\begin{cases} \sqrt{-b} + \delta < 1 \\ K \geq \left(\frac{m}{1 - \sqrt{-b} - \delta}\right)^2 \end{cases} \Rightarrow Z^2 - aZX - bX^2 \leq K.\)

\(\square\)

We define two maps \(\psi_1 \in \mathbb{F}^4 \times \mathbb{F}^2 \to \mathbb{F}\) and \(\psi_2 \in \mathbb{F}^4 \times \mathbb{F} \to \mathbb{F}\) by:

\[
\psi_1(a, \varepsilon_a, b, \varepsilon_b, m, D) = \begin{cases} \left[\left((\sqrt{-b} + \delta(a, \varepsilon_a, b, \varepsilon_b))\sqrt{D} + m\right)^2\right] & \text{if } a^2 + 4b < 0 \\
+\infty & \text{otherwise}\end{cases}
\]

\[
\psi_2(a, \varepsilon_a, b, \varepsilon_b, m) = \begin{cases} \left[\left(\frac{(1+\epsilon)m}{1 - \sqrt{-b} - \delta(a, \varepsilon_a, b, \varepsilon_b)}\right)^2\right] & \text{if } \begin{cases} a^2 + 4b < 0 \\ \sqrt{-b} + \delta(a, \varepsilon_a, b, \varepsilon_b) < 1 \end{cases} \\
+\infty & \text{otherwise}\end{cases}
\]

where \(\delta(a, \varepsilon_a, b, \varepsilon_b) = 2\frac{|\varepsilon_b| + |\varepsilon_a| \sqrt{-b}}{\sqrt{-(a^2 + 4b)}}\)

We derive the following abstract extension:
- \(T_{r_2} = (\mathcal{V}^2 \times \mathbb{F}^4)\) and \(info = \mathbb{F}^4 \times \mathbb{F}\);
- \((\mathcal{B}_{r_2}, \perp_{r_2}, \cup_{\mathcal{B}_{r_2}}, \cup_{\mathcal{B}_{r_2}}, \Delta_{\mathcal{B}_{r_2}}) = (\mathcal{F}_{q,r}^2, \perp_{\mathcal{F}_{q,r}^2}, \cup_{\mathcal{F}_{q,r}^2}, \cup_{\mathcal{F}_{q,r}^2}, \Delta_{\mathcal{F}_{q,r}^2})\);
- \(\gamma_{B_{r_2}}((X, Y, a, \varepsilon_a, b, \varepsilon_b), e)\) is given by the set of environments \(\rho\) that satisfies:
\[
(\rho(X))^2 - a\rho(X)\rho(Y) - b(\rho(Y))^2 \leq max(\gamma_{\mathcal{F}_{q,r}^2}(e));
\]
- \(\text{RLVT}_{r_2}\) maps each expression \(E\) to the set of tuples \((X, Y, a, \varepsilon_a, b, \varepsilon_b)\), such that \(E\) matches \([a - \varepsilon_a; a + \varepsilon_a] \times X + [b - \varepsilon_b; b + \varepsilon_b] \times Y + E'\) with \(a^2 + 4b < 0\);
We derive \( t \) in Theorem 6. Let a High Passband Filter uses an input over-approximation.

\[ \forall (Z, X, a, b, m, D_1, D_2) \mid ((Z, X, a, b, m), (D_1, k_1), (D_2, k_2)) = ((r_1, 0), (r_2, 0)) \text{ where } r_1 = \psi_1(a, b, m, D_1) \text{ and } r_2 = \max(\psi_1(a, b, m, D_2), \psi_2(a, b, m)); \]

\[- \text{BUILD}_{r_2}((X, Y, a, b, \Sigma, \rho, \mathcal{R})(X) = ((m, 0), (m, 0))\]

\[
\text{where } m = \begin{cases} 
[x^2 + |a|xy + |b|y^2] & \text{if } (X, Y) \in \mathcal{R} \\
\text{otherwise}
\end{cases}
\]

\[
\text{with } x = \text{EVAL}(X, \rho^2) \text{ and } y = \text{EVAL}(Y, \rho^2);
\]

\[- \text{TO}_{r_2}(X, Y, a, b, \Sigma) = \begin{cases} 
V \mapsto [-m; m] & \text{if } X = V \text{ and } a^2 + 4b < 0 \\
V \mapsto \mathbb{R} & \text{otherwise}
\end{cases}
\]

\[
\text{where } m = 2\sqrt{\frac{\max(\gamma_{x^2, y}(e) \times b}{a^2 + 4b}.
\]

### 6.2 Formal Expansion

We design a more accurate abstraction by formally expanding the definition of the output in the real field. The overall contribution of rounding errors is then over-approximated using the rough abstraction, while the contribution of each input is exactly described. The obtained domain is history-aware: concretization uses an existential quantification over past inputs, which forbids precise abstract intersection and narrowing.

### High Passband Filter

**Theorem 6.** Let \( \alpha \in [\frac{1}{2}; 1] \), \( i \) and \( m > 0 \) be real numbers. Let \( E_n \) be a real number sequence, such that \( \forall k \in \mathbb{N}, E_k \in [-m; m] \). Let \( S_n \) be the following sequence:

\[
\begin{cases} 
S_0 = i \\
S_{n+1} = \alpha S_n + E_{n+1} - E_n.
\end{cases}
\]

We have:

1. \( S_n = \alpha^n i + E_n - \alpha^n E_0 + \sum_{l=1}^{n-1}(\alpha - 1)\alpha^{l-1}E_{n-l} \)
2. \( |S_n| \leq |\alpha|^n |i| + (1 + |\alpha|^n + |1 - \alpha^{n-1}|)m; \)
3. \( |S_n| \leq 2m + |i|. \)

We derive the following abstract extension:

\[-\mathcal{T}_{d_1} = Y \times \mathbb{F}, \mathcal{B}_{d_1} = \mathcal{F}_{q,r} \times \mathcal{F}_{q,r} \times \mathcal{F}_{q,r}^2, \text{ and } \text{INFO}_{d_1} = \mathbb{F} \times \overline{\mathbb{F}} \times \overline{\mathbb{F}}; \]

\[-\langle d_1, \Box_{B_{d_1}}, \Box_{\mathcal{B}_{d_1}} \rangle \text{ are defined componentwise};\]

\(2 \text{ If } [t \rightarrow \text{fst}(\text{PT}_t(Z = E, t, \rho^2))] \text{ is not injective, we take a subset of RLVT}_t(E).\)
- \gamma_{B_{d_1}}((S', E', \alpha), (a, b, c)) is given by
  \[ \begin{cases} 
  \rho \in \text{Env} \\
  \exists \varepsilon \in \gamma_{X_{q,r}}(c), \exists S_0 \in \gamma_{X_{q,r}}(a), \\
  \exists n \in \mathbb{N}, \exists (E_i)_{0 \leq i \leq n} \in (\gamma_{X_{q,r}}(b))^{n+1} \text{ such that} \\
  \rho(E'') = E_n \text{ and} \\
  \rho(S') = \varepsilon + n S_0 + E_n - \alpha^n E_0 + \sum_{i=1}^{n-1} (\alpha - 1)\alpha^{i-1}E_{n-i}. 
  \end{cases} \]

- RLVT_{d_1} maps each expression \( E \) to the set of the tuples \((X_\alpha, X_\gamma, \alpha, \gamma)\), such that \( E \) matches
  \[ [\alpha - \varepsilon_\alpha; \alpha + \varepsilon_\alpha] \times X_\alpha + [1 - \varepsilon_\beta; 1 + \varepsilon_\beta] \times X_\beta + [1 - \varepsilon_\gamma; -1] \times X_\gamma + [-\varepsilon, \varepsilon] \]
  where \( \varepsilon_\alpha \geq 0, \varepsilon_\beta \geq 0, \varepsilon_\gamma \geq 0, \varepsilon > 0 \) and \( [\alpha - \varepsilon_\alpha; \alpha + \varepsilon_\alpha] \subseteq \left[ \frac{1}{2}; 1 \right] \); the pair
  \( \text{PT}_{r_{\alpha}}(Z = E, (X_{\alpha}, X_{\beta}, \alpha, \beta)) \) is given by \((Z, X_{\alpha}, \alpha, \beta, \alpha_{\beta}, m_\alpha, m_{\beta}))\), where
  \( m_\alpha = \text{EVAL}^\beta(X_{\alpha}, \beta) \) and \( m_{\beta} = \text{EVAL}^\alpha(E + \{ -\alpha \} \times X_{\alpha} + (-X_{\beta}) + X_{\gamma}, \gamma) \);

- \( \delta_{d_1}(\alpha, \beta, \gamma, \alpha, \beta, \gamma) = \alpha \cup \beta \cup X_{\alpha} \cup (m_\beta, 0, \delta_{r_{\alpha}}((\alpha, 0, \varepsilon), c)); \)

- BUILD_{d_1}(X_{\alpha}, X_{\beta}, X_{\gamma}, \alpha, \beta, \gamma, \rho) = ((m_\alpha, 0), (m_{\beta}, 0), ((0, 0), (0, 0))) \) where
  \( m_{\alpha} = \text{EVAL}^\beta(X_{\alpha}, \beta) \) and \( m_{\beta} = \text{EVAL}^\alpha(X_{\beta}, \gamma) \);

- TO_{d_1}(X_{\alpha}, X_{\beta}, X_{\gamma}, (a, b, c)) = \begin{cases} 
  Y \mapsto [-m; m] & \text{if } X = Y \text{ and } \alpha \in \left[ \frac{1}{2}, 1 \right] \\
  Y \mapsto \mathbb{R} & \text{otherwise,} 
  \end{cases}

- \forall a, b \in B_{d_1}, a \Delta_{B_{d_1}} b = a.

Second Order Filter

**Theorem 7.** Let \( a, b, c, d, e, i_0, \) and \( i_1 \) be real numbers, such that \(-1 < b < 0 \) and \( a^2 + 4b < 0 \). Let \((E_n)\) be a sequence of real numbers. We assume there exists \( m \in \mathbb{F} \) such that \( \forall k \in \mathbb{N}, \) we have \( E_k \in [-m; m] \), and \( \forall k \in \{1; 2\}, \) we have \( i_k \in [-m; m] \). We define the sequence \((C_n)\) as follows:

\[
S_0 = i_0, S_1 = i_1, \\
S_{n+2} = aS_{n+1} + bS_n + cE_{n+2} + dE_{n+1} + eE_n
\]

Let \((A_i)_{i \in \mathbb{N}}, (B_i)_{i \in \mathbb{N}}, \) and \((C^j_i)_{i, j \in \mathbb{N}}\) be real coefficient families such that

\[
\forall n \in \mathbb{N}, S_n = A_n i_0 + B_n i_1 + \sum_{i=0}^{n} C^i_n E_i.
\]

For any pair \((n, N) \in \mathbb{N} \times \mathbb{N}\) such that \( N \geq 3 \) and \( n \geq N \), we define the residue \( R^N_n \) by \( S_n - \sum_{i=n-N+1}^{n} C^i_n E_i \). We have:

1. \( \forall N > 3, n \geq N + 2, R^N_n = aR^N_{n-1} + bR^N_{n-2} + \varepsilon^N_n \)
   where \( \varepsilon^N_n = aC^N_{n-N} E_{n-N} + bC^N_{n-N-1} E_{n-N-1} + bC^N_{n-N} E_{n-N} \);
2. \( \forall N > 3, n \in \mathbb{N}, |S_n| \leq (\max(S^N_\alpha(i_1 = i_2), S^N_\infty(i_1 = i_2))) m \)
   where
   \[
   - S^N_\alpha(B) = \max\{ (\sum_{k=0}^{p} |C^p_k|) + \text{init}(p, B) \mid p \in \llbracket 0; N + 2 \rrbracket \}
   \]
   \[
   - S^N_\infty(B) = \left( \sum_{i=0}^{N-1} |C^i_2| + 2 \sqrt{\frac{-b \max(K^N_\alpha, K^N_\infty)}{a^2 + 4b}} \right)
   \]

\(^3\) We omit the explicit recursive definition of these coefficients, for conciseness.
∀n ≥ 2, init(n, B) = \begin{cases} |A_n| + |B_n| & \text{if (not(B))} \\ |A_n + B_n| & \text{otherwise,} \end{cases}

K_N^N = \left( \frac{|aC_2^{1+N} + bC_2^N| + |bC_2^{1+N}|}{1 - \sqrt{b}} \right)^2 \quad \text{and} \quad K_0^N(B) = X^2 + |a|XY - bY^2, \\
\text{where } \begin{cases} X = (\text{init}(N + 2, B)) + \sum_{i=0}^{N+2} |C_i| \\ Y = (\text{init}(N + 1, B)) + \sum_{i=0}^{N+1} |C_i| \end{cases} \quad \square

We set \( N \in \mathbb{N} \) and define the map \( \psi_\infty \) that maps each tuple \((b, a, b, c, d, e) \in \mathcal{B} \times \mathbb{F}^3) \) into \([\max(S_N^N, S_N^N(B)) \) where \( S_N^N \) and \( S_N^N \) are defined as in Thm. 7.

We derive the following abstraction extension:

\(- T_{d_2} = \mathcal{Y}^4 \times \mathbb{F}; \mathcal{B}_{d_2} = \mathcal{B} \times \mathcal{F}_{a,r} \times \mathcal{F}_{q,r}^2, \) and \( \text{INFO}_{d_2} = \mathbb{F} \times \mathbb{F}, )

\(- (\perp_{d_2}, \sqcup_{\mathcal{B}_{d_2}}) \) are defined component-wise.

\(- \gamma_{B_{d_2}}((S''', S'_0, E', E', a, b, c, d, e), (b, m, K_e)) \) is given by:

\[- \exists \varepsilon_X, \varepsilon_Y \text{ such that } \varepsilon_X^2 - a \varepsilon_X \varepsilon_Y - b \varepsilon_Y^2 \leq \max(\gamma_{\mathcal{F}_{a,r}}, (K_e)) \]

\[- \exists n \in \mathbb{N}, \exists (E_i)_{2 \leq i \leq n+1} \in (\gamma_{\mathcal{F}_{a,r}}(m))^{n+4} \text{ such that } \]

\[- \rho(S'') = \varepsilon_X + A_{n+1} E_{r-2} + B_{n+1} E_{r-1} + \sum_{i=0}^n C_{i}^2 E_i \]

\[- \rho(S') = \varepsilon_Y + A_n E_{r-2} + B_n E_{r-1} + \sum_{i=0}^n C_{i}^2 E_i \]

\[- \rho(E'') = E_{n+1}, \rho(E') = E_n, (b \rightarrow E_{r-1} = E_{r-2}) \]

\(- \text{RLVT}_{d_2}(E) \) is the set of tuples \( t = (X_a, X_b, X_d, X_e, a, b, c, d, e) \), such that there exists \( X_e \in \mathcal{V} \) such that \( E \) matches \( \Sigma_i \in \{a;b;c;d;e\} [i - \varepsilon_i; i + \varepsilon_i] \times X_t + [-\varepsilon, \varepsilon] \) where \( \forall i \in \{a; b; c; d; e\}, \varepsilon_i \geq 0, \varepsilon > 0, a^2 + 4b < 0, \) and \( -1 < b < 0 \), then the pair \( \text{PT}_{r_1}(Z = E, t, \rho^2) \) is given by \( t' = (\text{eval}^2(X_e, \rho^2), \text{eval}^2(F', \rho^2)) \) where \( t' = (Z, X_a, X_c, X_d, a, b, c, d, e) \) and \( E' = E + \sum_i \in \{a;b;c;d;e\} \{-i\} \times X_i; \)

\(- \delta_{d_2}((m, \varepsilon), (a, i_E, i_e)) = (a, i_E \sqcup_{\mathcal{F}_{a,r}} (m, 0), \delta_{d_2}((a, b, 0, 0, \varepsilon, i_e))); \)

\(- \text{BUILD}_{d_2}((X_a, X_b, X_d, X_e, a, b, c, d, e), \rho^2, \mathcal{R}) = (b, (m, 0), ((0, 0), (0, 0))) \) with \( b = ((X_a, X_b) \in \mathcal{R}) \) and \( m = \max\{\text{eval}^2(X, \rho^2) \mid \forall X \in \{X_a, X_b, X_d, X_e\}\}; \)

\(- \text{TO}_{d_2}((X_a, X_b, X_d, X_e, a, b, c, d, e), (a, i_E, i_e)) \)

\[- \text{TO}_{d_2}((X_a, X_b, X_d, X_e, a, b, c, d, e), (a, i_E, i_e)) \]

\[- \forall a, b \in \mathcal{B}_{d_2}, a \Delta_{\mathcal{B}_{d_2}} b = a. \]

7 Benchmarks

We tested our framework with the same program as in [2]. This program is 132,000 lines of C long with macros (75 kLOC after preprocessing) and has about 10,000 global variables. The underlying domain is the same as in [2] (i.e., we use intervals [3], octagons [9], decision trees, except the ellipsoid domain which corresponds to the rough abstraction of second order linear filters). We perform three analyses with several levels of accuracy for filter abstraction. First, we use no filter abstraction; then we only use the rough abstraction; finally we
use the most accurate abstraction. For each of these analyses, we report in Fig. 5 the analysis time, the number of iterations for the main loop, and the number of warnings (in polyvariant function calls). These results have been obtained on a 2.8 GHz, 4 Gb RAM PC.

8 Conclusion

We have proposed a highly generic framework to analyze programs with digital filtering. We have also given a general approach to instantiate this framework in the case of linear filtering. We have enriched an existing analyzer, and obtained results that were far beyond our expectations. As a result, we solved nearly all remaining warnings when analyzing an industrial program of 132,000 lines of C: we obtain a sufficiently small number of warnings to allow manual inspection, and we discovered they could be eliminated without altering the functionality of the application by changing only three lines of code.

Linear filtering is widely used in the context of critical embedded software, so we believe that this framework is crucial to achieve full certification of the absence of runtime error in such programs.
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Abstract. Functional dependencies are a popular and useful extension to Haskell style type classes. In this paper, we give a reformulation of functional dependencies in terms of Constraint Handling Rules (CHRs). In previous work, CHRs have been employed for describing user-programmable type extensions in the context of Haskell style type classes. Here, we make use of CHRs to provide for the first time a concise result that under some sufficient conditions, functional dependencies allow for sound and decidable type inference. The sufficient conditions imposed on functional dependencies can be very limiting. We show how to safely relax these conditions.

1 Introduction

Functional dependencies, introduced by Mark Jones [Jon00], have proved to be a very attractive extension to multi-parameter type classes in Haskell. For example, consider a class intended to describe a collection of type c containing values of type e:

```haskell
class Coll c e | c -> e where
  empty :: c
  insert :: c -> e -> c
  member :: c -> e -> Bool
```

The part "| c->e" is a functional dependency, and indicates that fixing the collection type c should fix the element type e. These functional dependencies have proved very useful, because they allow the programmer to control the type inference process more precisely. We elaborate in Section 2.

The purpose of this paper is to explore and consolidate the design space of functional dependencies (FDs). The main tool we use in this exploration is the reformulation of FDs in terms of Constraint Handling Rules (CHRs) [Frü95, SS02], an idea that we review in Section 3. This reformulation allows us to make several new contributions:
Despite their popularity, functional dependencies have never been formalised, so far as we know. CHRs give us a language in which to explain more precisely what functional dependencies are. In particular, we are able to make the so-called “improvement rules” implied by FDs explicit in terms of CHRs.

Based on this understanding, we provide the first concise proof that the restrictions imposed by Jones on functional dependencies [Jon00] ensure sound and decidable type inference (Section 3).

Jones’s restrictions can be very limiting. We propose several useful extensions (Section 4) such as more liberal FDs (Section 4.1). We establish some concise conditions under which liberal FDs are sound.

Throughout, we provide various examples to support the usefulness of our improvement strategies. Related work is discussed in Section 5. We conclude in Section 6.

We refer the interested reader to [DPJSS03] for proofs and additional material.

## 2 Background: Functional Dependencies in Haskell

We begin by reviewing functional dependencies, as introduced by Jones [Jon00], assuming some basic familiarity with Haskell-style type classes.

**Example 1.** Recall the collection class

```haskell
class Coll c e | c -> e where
    empty :: c
    insert :: c -> e -> c
    member :: c -> e -> Bool
```

plus the following

```haskell
instance Eq a => Coll [a] a where ...
ins2 xs a b = insert (insert xs a) b
```

Consider the function `ins2`. In the absence of functional dependencies, type inference would give

```haskell
ins2 :: (Coll c e1, Coll c e2) => c -> e1 -> e2 -> c
```

which is of course not what we want: we expect `a` and `b` to have the same type. The functional dependency `c->e` expresses the idea that the collection type `c` fixes the element type `e`, and hence that `e1` and `e2` must be the same type. In such a situation, we commonly say that types are “improved” [Jon95].

Functional dependencies are useful in many different contexts. Here are some representative examples.

**Example 2.** Consider the following class for representing state monads and two instances
class SM m r | m->r, r->m where
new :: a -> m (r a)
read :: r a -> m a
write :: r a -> a -> m ()

instance SM IO IORef where
new = newIORef
read = readIORef
write = writeIORef

instance SM (ST s) (STRef s) where
new = newSTRef
read = readSTRef
write = writeSTRef

The part "| m->r, r->m" gives two functional dependencies, and indicates that fixing the monad type m should fix the reference type r as well, and vice versa. Now consider the code

f x = do { r <- new x; print "Hello"; return r }

The call to print, whose type is String -> IO (), makes it clear that f is in the IO monad, and hence, by the functional dependency, that r must be an IORef. So we infer the type

f :: a -> IO (IORef a)

From this example we can see the main purpose of functional dependencies: they allow the programmer to place stronger conditions on the set of constraints generated during type inference, and thus allow more accurate types to be inferred. In their absence, we would infer the type

f :: (SM IO r) => IO (r a)

which is needlessly general. In other situations, ambiguity would be reported. For example:

g :: a -> IO a
g x = do { r <- new x ; read r }

Without functional dependencies, the type system cannot work out which reference type to use, and so reports an ambiguous use of new and read.

Example 3. Consider the following application allowing for (overloaded) multiplication among base types such as Int and Float and user-definable types such as vectors. For simplicity, we omit the obvious function bodies.

class Mul a b c | a b -> c where
(*)::a->b->c
instance Mul Int Int Int where ... instance Mul Int Float Float where ... type Vec b = [b] instance Mul a b c => Mul a (Vec b) (Vec c) where ...
The point here is that the argument types of \((*)\) determine its result type. In the absence of this knowledge an expression such as \((a*b)*c\) cannot be typed, because the type of the intermediate result, \((a*b)\), is not determined. The type checker would report type ambiguity, just as it does when faced with the classic example of ambiguity, \((\text{read } (\text{show } x))\).

**Example 4.** Here is another useful application of FDs to encode a family of zip functions.

\[
\begin{align*}
\text{zip2} &:: [a]->[b]->[(a,b)] \\
\text{zip2} (a:as) (b:bs) & = (a,b) : (\text{zip2 as bs}) \\
\text{zip2} _ _ & = [] \\
\end{align*}
\]

\[
\text{class Zip a b c l a c -> b, b c -> a where} \\
\text{zip} :: [a] -> [b] -> c \\
\text{instance Zip a b [(a,b)] where} \\
\text{zip} & = \text{zip2} \\
\text{instance Zip (a,b) c e => Zip a b [(c)->e] where} \\
\text{zip as bs cs} & = \text{zip (zip2 as bs) cs}
\]

These definitions make \text{zip} into an n-ary function. For example, we may write

\[
\begin{align*}
e1 & :: (\text{Bool},\text{Char}) \\
e1 & = \text{head} (\text{zip [True,False]} ['a','b','c']) \\
e2 & :: ((\text{Bool},\text{Char}),\text{Int}) \\
e2 & = \text{head} (\text{zip [True,False]} ['a','b','c'] [1:2])
\end{align*}
\]

### 2.1 Functional Dependencies Are Tricky

As we have seen, functional dependencies allow the programmer to exert control over the type inference process. However, used uncritically, this additional control can have unexpected consequences. Specifically: they may lead to inconsistency, whereby the type inference engine deduces nonsense such as \(\text{Int} = \text{Bool}\); and they may lead to non-termination, whereby the type inference engine goes into an infinite loop. We illustrate each of these difficulties with an example.

**Example 5.** Suppose we add \text{instance Mul Int Float Int} to Example 3. That is, we have the following declarations:

\[
\begin{align*}
\text{class Mul a b c l a b -> c} \\
\text{instance Mul Int Float Float} -- (I1) \\
\text{instance Mul Int Float Int} -- (I2)
\end{align*}
\]

Note that the first two parameters are meant to uniquely determine the third parameter. In case type inference encounters \text{Mul Int Float a} we can either argue that \(a=\text{Int}\) because of instance declaration \((I2)\). However, declaration \((I1)\) would imply \(a=\text{Float}\). These two answers are inconsistent, so allowing both \((I1)\) and \((I2)\) makes the whole program inconsistent, which endangers soundness of type inference.
Example 6. Assume we add the following function to the classes and instances in Example 3.

\[ f \, b \times y = \text{if } b \text{ then } (*) \times [y] \text{ else } y \]

The program text gives rise to the constraint \( \text{Mul} \, a \ (\text{Vec} \, b) \) \( b \). The improvement rules connected to \textit{instance Mul} \( a \ b \ c \Rightarrow \text{Mul} \, a \ (\text{Vec} \, b) \ (\text{Vec} \, c) \) imply that \( b=\text{Vec} \, c \) for some \( c \); applying this substitution gives the constraint \( \text{Mul} \, a \ (\text{Vec} \, (\text{Vec} \, c)) \) \( (\text{Vec} \, c) \). But this constraint can be simplified using the instance declaration, giving rise to the simpler constraint \( \text{Mul} \, a \ (\text{Vec} \, c) \) \( c \). Unfortunately, now the entire chain of reasoning simply repeats! We find that type inference becomes suddenly non-terminating. Note that the instances (without the functional dependency) are terminating.

The bottom line is this. We want type inference to be \textit{sound} and \textit{decidable}. Functional dependencies threaten this happy situation. The obvious solution is to place restrictions on how functional dependencies are used, so that type inference remains well-behaved, and that is what we discuss next.

2.2 Jones’s Functional Dependency Restrictions

We assume that \( f_i(t) \) takes a syntactic term \( t \) and returns the set of free variables in \( t \). A substitution \( \theta = [t_1/a_1, \ldots, t_n/a_n] \) simultaneously replaces each \( a_i \) by its corresponding \( t_i \).

In Jones’s original paper [Jon00], the following restrictions are imposed on functional dependencies.

\textbf{Definition 1 (Haskell-FD Restrictions).} Consider a class declaration

\[
\text{class } C \Rightarrow \text{TC } a_1 \ldots a_n \mid f d_1, \ldots, f d_m
\]

where the \( a_i \) are type variables and \( C \) is the class context consisting of a (possibly empty) set of type class constraints. Each \( f d_i \) is a functional dependency of the form\(^1\) \( a_{i_1}, \ldots, a_{i_k} \Rightarrow a_{i_0} \) where \( \{i_0, i_1, \ldots, i_k\} \subseteq \{1 \ldots n\} \). We commonly refer to \( a_{i_1}, \ldots, a_{i_k} \) as the domain and \( a_{i_0} \) as the range.

The following conditions must hold for functional dependency \( f d_i \):

\textbf{Consistency.} Consider every pair of instance declarations

\[
\text{instance } \ldots \Rightarrow \text{TC } t_1 \ldots t_n
\]
\[
\text{instance } \ldots \Rightarrow \text{TC } s_1 \ldots s_n
\]

for a particular type class \( \text{TC} \). Then, for any substitution \( \phi \) such that

\[
\phi(t_{i_1}, \ldots, t_{i_k}) = \phi(s_{i_1}, \ldots, s_{i_k})
\]

we must have that \( \phi(t_{i_0}) = \phi(s_{i_0}) \).

\(^1\)Haskell systems that allow functional dependencies usually allow dependencies of the form \( a \Rightarrow b \ c \), with multiple type variables to the right of the arrow. But this is equivalent to the form \( a \Rightarrow b \), \( a \Rightarrow c \), so in the rest of the paper we only deal with the case where there is a single type variable to the right of the arrow.
Termination. For each instance \( ... \Rightarrow TC \ t_1 ... \ t_n \) we must have that
\[
fv(t_0) \subseteq fv(t_1, \ldots, t_k)
\]
The first of these conditions rules out inconsistent instance declarations (see Example 5); and it turns out that the second ensures termination, although the informal argument in Jones's original paper does not mention termination as an issue. In particular, the second restriction makes illegal the recursive \( \text{Vec} \) instance in Example 3 (since \( fv(c) \not\subseteq fv(a, b) \)), and hence prevents the divergence of Example 6.

To the best of our knowledge, no one has proved that the restrictions given above ensure sound and decidable type inference. We do so, for the first time, in Section 3.

While these two restrictions make the system well-behaved, it is natural to ask whether either condition could be weakened. The consistency condition seems entirely reasonable, but we have seen many examples in which the termination restriction excludes entirely reasonable and useful programs. Besides Examples 3 (which appears in Jones's original paper) and 4, there are a number of other examples in the literature which break the termination condition [Kar03,WW03,CK03]. In Section 4.1, we propose a more liberal form of FDs which allows for breaking the termination condition under some additional conditions.

3 Functional Dependencies Expressed Using CHRs

In this section we explain how to translate functional dependencies into a lower-level notation, called Constraint Handling Rules (CHR) [Frü98]. This translation has two benefits: it allows us to give a more precise account of exactly what functional dependencies mean; and it allows us to formally verify that Jones's conditions are sufficient to ensure sound and decidable type inference.

Example 7. Let us return to the collection example:

```haskell
class Coll c e | c -> e where
    empty :: c
    insert :: c -> e -> c
    member :: c -> e -> Bool

class Eq a => Ord a where
    (>=) :: a -> a -> Bool

instance Ord a => Coll [a] a where ...
```

From the functional dependency \( c \rightarrow e \) we generate the two improvement rules which we shall express using the following CHRs:

```haskell
rule Coll c e1, Coll c e2 ==> e1=e2
rule Coll [a] b ==> a=b
```

Informally, the first rule says that if the two constraints \( \text{Coll} \ c \ e_1 \) and \( \text{Coll} \ c \ e_2 \) both hold, then it must be that \( e_1 \) and \( e_2 \) are the same type. This
rule is generated from the class declaration alone, and expresses the idea that c uniquely determines e. The second rule is generated from the instance declaration, together with the functional dependency, and states that if (Coll [a] b) holds, then it follows that a = b. During type inference, the inference engine is required to solve sets of constraints, and it can apply these improvement rules to narrow its choices.

These CHRs have one or more type-class constraints on the left hand side, and one or more equality constraints on the right. The logical interpretation of ==⇒ is implication. Its operational interpretation — that is, its effect on the type inference process — is this: when the type inference engine sees constraints matching the left hand side, it adds the constraints found on the right-hand side.

Superclass relations also generate CHR rules. The superclass relationship class Eq a ⇒ Ord a where... generates the CHR

\text{rule Ord a ⇒ Eq a}

Informally, the rule states that if the constraint Ord a holds then also the constraint Eq a holds. During typing this rule is used to check that all superclass constraints are also satisfied.

The instance declaration above also generates the following CHR rule, which allows us to simplify sets of constraints to remove class constraints which are known to hold.

\text{rule Coll [a] a <=⇒ Ord a}

Informally, the rule states that the constraint Coll [a] a holds if and only if Ord a holds. The logical interpretation of the <=⇒ is bi-implication, while the operational interpretation is to replace the constraints on the left hand side by those on the right hand side.

Although not relevant to the content of this paper, the rule generated from the instance is also intimately connected to the evidence translation for the program above, we refer readers to [SS02] for more details.

3.1 Translation to CHRs

Formalising the translation given above, class and instance declarations are translated into CHRs as follows:

Definition 2 (CHR Translation). Consider a class declaration

\text{class C ⇒ TC a_1 \ldots a_n | fd_1, \ldots, fd_m}

where the a_i are type variables and each functional dependency fd_i is of the form a_{i_1}, \ldots, a_{i_k} ⇒ a_{i_0}, where \{i_0, i_1, \ldots, i_k\} ⊆ \{1\ldots n\}. From the class declaration we generate the following CHRs:

Class CHR: \text{rule TC a_1 \ldots a_n ⇒ C}

Functional dependency CHR: for each functional dependency fd_i in the class declaration, we generate

\text{rule TC a_1 \ldots a_n, TC \theta(b_1) \ldots \theta(b_n) ⇒ a_{i_0} = b_{i_0}}

where \theta(b_{i_j}) = a_{i_j}, j > 0 and \theta(b_j) = b_j if \exists j.l = i_j.
In addition, for each instance declaration of the form

\[ \text{instance } C \Rightarrow TC \ t_1 \ldots t_n \]

we generate the following CHRs:

**Instance CHR:** rule \( TC \ t_1 \ldots t_n \rightleftharpoons C \). In case the context \( C \) is empty, we introduce the always-satisfiable constraint True on the right-hand side of generated CHRs.

**Instance improvement CHR:** for each functional dependency \( fd_i \) in the class declaration,

\[
\text{rule } TC \ \theta(b_1) \ldots \theta(b_n) \ \Rightarrow \ t_{i_0} = b_{i_0}
\]
where \( \theta(b_{i_j}) = t_{i_j}, \ j > 0 \) and \( \theta(b_l) = b_l \) if \( \exists j. l = i_j \).

If \( p \) is a set of class and instance declarations, we define \( \text{Simp}(p) \) to be the set of all instance CHRs generated from \( p \); and \( \text{Prop}(p) \) to be the set of all class, functional-dependency and instance-improvement CHRs generated from \( p \). We define \( \text{Prop}_{\text{class}}(p) \) to be the set of all class CHRs in \( \text{Prop}(p) \), and similarly \( \text{Prop}_{\text{inst}}(p) \) to be the set of all instance improvement CHRs in \( \text{Prop}(p) \).

The class and instance CHRs, \( \text{Prop}_{\text{class}}(p) \cup \text{Simp}(p) \), are standard Haskell, while the functional-dependency and instance-improvement CHRs arise from the functional-dependency extension to Haskell.

For convenience, in the case where the functional dependency \( a_{i_1}, \ldots, a_{i_k} \rightarrow a_{i_0} \) imposed on \( TC \) is full, that is, when \( k = n - 1 \), we are able to combine the instance improvement and instance rule into one rule. In such a situation, for each instance \( C \Rightarrow TC \ t_1 \ldots t_n \) and full functional dependency \( a_{i_1}, \ldots, a_{i_k} \rightarrow a_{i_0} \) we generate the following CHR: rule \( TC \ \theta(b_1) \ldots \theta(b_n) \rightleftharpoons t_{i_0} = b_{i_0}, \ C \) where \( \theta(b_{i_j}) = t_{i_j}, \ j > 0 \) and \( \theta(b_l) = b_l \) if \( \exists j. l = i_j \).

By having a uniform description of (super) class and instance relations and FDs in terms of CHRs, we can establish some important criteria (in terms of CHRs) under which type inference is sound and decidable.

### 3.2 Main Result

The translation to CHRs allows us to phrase the entire type inference process as CHR solving. We know from earlier work that if a set of CHRs is (a) confluent, (b) terminating, and (c) range-restricted (all terms that we explain shortly) we achieve type inference that is sound (all answers are correct), complete (if there is an answer then type inference will provide us with an answer), and decidable (the type inference engine always terminates) [SS02].

Then our main result is as follows:

**Theorem 1 (Soundness and Decidability).** Let \( p \) be a set of Haskell class and instance declarations which satisfies the Haskell-FD restrictions (see Definition 1). Let \( \text{Simp}(p) \) and \( \text{Prop}(p) \) be the sets of CHRs defined by Definition 2. If the set \( \text{Prop}_{\text{class}}(p) \cup \text{Simp}(p) \) of CHRs is confluent, terminating and range-restricted then \( \text{Simp}(p) \cup \text{Prop}(p) \) is confluent, terminating and range-restricted.

---

1 “Simp” is short for “simplification rule” and “Prop” for “propagation rule”, terminology that comes from the CHR literature.
The design of Haskell 98 ensures that the CHRs $\text{Prop}_{\text{class}}(p) \cup \text{Simp}(p)$, which represent the Haskell type system with no FD extension, are indeed confluent, terminating and range-restricted. Hence, our theorem says that provide the FDs satisfy the Jones restrictions, then type inference is sound and decidable.

To explain this result we need to say what we mean for a set of CHRs to be confluent, terminating, and range restricted.

**Confluence.** Recall Example 5 whose translation to CHRs is as follows (note that the functional dependency is fully imposed).

\[
\begin{align*}
\text{rule Mul } a \ b \ c, \ \text{Mul } a \ b \ d & \implies c=d \quad -- \text{(M1)} \\
\text{rule Mul } \text{ Int Float } c & \implies c=\text{Float} \quad -- \text{(M2)} \\
\text{rule Mul } \text{ Int Float } c & \implies c=\text{Int} \quad -- \text{(M3)}
\end{align*}
\]

We find two contradicting CHR derivations. We write $C \implies_R D$ to denote the CHR derivation which applies rule (R) to constraint store $C$ yielding store $D$. E.g. consider $\text{Mul } \text{Int Float } c \implies_{M2} c = \text{Float}$ and $\text{Mul } \text{Int Float } c \implies_{M3} c = \text{Int}$. The problem with the code of Example 5 manifests itself in the CHR rules as non-confluence. That is there are two possible sequences of applying rules, that lead to different results. Just considering the rules as logical statements, the entire system is unsatisfiable; that is, there are no models which satisfy the above set of rules.

Non-confluence also arises in case of “overlapping” instances. Assume we add the following declaration to the code of Example 7.

\[
\text{instance Eq } a \implies \text{Coll } [a] \ a \text{ where}
\]

In case type inference encounters Coll [t] t we can either reduce this constraint to Ord t (by making use of the original instance) or Eq t (by making use of the above instance). However, both derivations are non-joinable. In fact, a common assumption is that instances must be non-overlapping, in which case non-confluence only occurs due to “invalid” FDs.

We note that the consistency condition alone is not sufficient to guarantee confluence (assuming that instances and super classes are already confluent of course).

**Example 8.** The following code fragment forms part of a type-directed evaluator.

\[
\begin{align*}
data \text{Nil} & = \text{Nil} \\
data \text{Cons } a \ b & = \text{Cons } a \ b \\
data \text{ExpAbs } x \ a & = \text{ExpAbs } x \ a \\
\quad \text{-- env represents environment, exp expression} \\
\quad \text{-- and t is the type of the resulting value} \\
class \text{Eval } \text{env } \text{exp } t \mid \text{env } \text{exp } \rightarrow t \text{ where} \\
\quad \text{eval } :: \text{env } \rightarrow \text{exp } \rightarrow t \\
\quad \text{instance \text{Eval } (\text{Cons } (x,v1) \text{ env}) \text{ exp } v2} \\
\quad \quad \Rightarrow \text{Eval } \text{env } (\text{ExpAbs } x \text{ exp}) (v1 \rightarrow v2) \text{ where} \\
\quad \quad \text{eval } \text{env } (\text{ExpAbs } x \text{ exp}) = \lambda v \rightarrow \text{eval } (\text{Cons } (x,v) \text{ env}) \text{ exp}
\end{align*}
\]

The translation to CHRs yields

\[
\begin{align*}
\text{rule Eval } \text{env } \text{exp } t1, \ \text{Eval } \text{env } \text{exp } t2 & \implies t1=t2 \quad -- \text{(E1)} \\
\text{rule Eval } \text{env } (\text{ExpAbs } x \text{ exp}) \ v & \implies v=(v1 \rightarrow v2), \ \text{Eval } (\text{Cons } (x,v1) \text{ env}) \text{ exp } v2 \quad -- \text{(E2)}
\end{align*}
\]
Note that the termination condition is violated but the consistency condition is trivially fulfilled (there is only one instance). However, we find that CHRs are terminating but non-confluent. E.g. we find that (applying (E2) twice)

\[
\text{Eval env (ExpAbs x exp)} t_1, \text{Eval env (ExpAbs x exp)} t_2 \\
\rightarrow^* t_1 = v_1 \rightarrow v_2, \text{Eval (Cons (x, v_1) env)} \exp v_2, \\
t_2 = v_3 \rightarrow v_4, \text{Eval (Cons (x, v_3) env)} \exp v_4
\]

Note that rule (E1) cannot be applied on constraints in the final store. But there is also another non-joinable derivation (applying rule (E1) then (E2))

\[
\text{Eval env (ExpAbs x exp)} t_1, \text{Eval env (ExpAbs x exp)} t_2 \\
\rightarrow^* t_1 = t_2, t_1 = v_5 \rightarrow v_6, \text{Eval (Cons (x, v_5) env)} \exp v_6
\]

So the “termination condition” is perhaps mis-named; in this example, its violation leads to non-confluence rather than non-termination.

**Termination.** Recall Example 3. The translation to CHRs yields (among others) the following.

rule Mul a (Vec b) d <==> d=Vec c, Mul a b c -- (M4)

The program text in Example 6 gives rise to Mul a (Vec b) b. We find that

\[
\text{Mul a (Vec b) b} \\
\arrow M4 \text{Mul a (Vec c) c, c = Vec b} \\
\arrow M4 \text{Mul a (Vec d) d, d = Vec c, c = Vec b}
\]

That is, the CHR derivation, and hence type inference, is non-terminating. The important point here is that non-termination was introduced through the FD.

For the purpose of this paper, we generally assume that instance CHRs are terminating. There exists some sufficient criteria to ensure that instance CHRs are terminating, e.g. consider [Pey99]. Clearly, we can possibly identify further classes of terminating instance CHRs which we plan to pursue in future work. Note that, when a set of CHRs are terminating, we can easily test for confluence by checking that all “critical pairs” are joinable [Abd97].

**Range restriction.** Range-restrictedness is the third condition we impose on CHRs. We say a CHR is range-restricted iff grounding all variables on the left-hand side of a CHR, grounds all variables on the right-hand side.

**Example 9.** Consider

```
class C a b c
class D a b
instance C a b c => D [a] [b]
```

Our translation to CHRs yields

rule D [a] [b] <==> C a b c -- (D1)
Note that rule (D1) is not range-restricted. After grounding the left-hand side, we still find non-ground variable c on the right-hand side. Range-restrictedness ensures that no unconstrained variables are introduced during a derivation and is a necessary condition for complete type inference. We refer readers to [SS02] for more details.

4 Extensions

In turn we discuss several extensions and variations of functional dependencies.

4.1 More Liberal Functional Dependencies

Earlier in the paper we argued that, while Jones’s consistency condition is reasonable, the termination condition is more onerous than necessary, because it excludes reasonable and useful programs (Section 2.2). In this section we suggest replacing the termination restriction with the following weaker one, with the goal of making these useful programs legal.

Definition 3 (Liberal-FD). Consider a class declaration

\[
\text{class } C \Rightarrow \text{TC } a_1 \ldots a_n \mid fd_1, \ldots, fd_m
\]

where the \( a_i \) are type variables and \( C \) is the class context consisting of a (possibly empty) set of type class constraints. Each \( fd_i \) is a functional dependency of the form \( a_{i_1}, \ldots, a_{i_k} \Rightarrow a_{i_0} \) where \( \{i_0, i_1, ..., i_k\} \subseteq \{1...n\} \).

In addition to the consistency condition (see Definition 1), the following condition must hold for more liberal functional dependency \( fd_i \):

Context Consistency. For each instance \( C \Rightarrow \text{TC } t_1 \ldots t_n \) we must have that \( \text{fv}(t_{i_0}) \subseteq \text{closure}(C, \text{fv}(t_{i_1}, \ldots, t_{i_k})) \) where

\[
\text{closure}(C, vs) = \bigcup_{\text{TC } t_1 \ldots t_n \in C} \{\text{fv}(t_{i_0}) \mid \text{fv}(t_{i_1}, \ldots, t_{i_k}) \subseteq vs\} \setminus \text{TC } a_1 \ldots a_n \mid a_{i_1}, \ldots, a_{i_k} \Rightarrow a_{i_0}
\]

The basic idea of the context consistency condition is that the variables in the range are captured by some FDs imposed on type classes present in the context. Note that although the context consistency condition resembles a more “liberal” version of the termination condition, context consistency does not prevent non-termination. Example 3 satisfies both of the above conditions, however, resulting CHRs are non-terminating. More precisely, adding the improvement rules \( \text{Prop}(p) \) to a terminating set \( \text{Simp}(p) \) of instance CHRs yields a non-terminating set \( \text{Simp}(p) \cup \text{Prop}(p) \). Hence, for the following result to hold we need to assume that CHRs are terminating.

Theorem 2 (More Liberal FDs Soundness). Let \( p \) be a set of Haskell class and instance declarations which satisfies the Liberal-FD restrictions. Let \( \text{Simp}(p) \) and \( \text{Prop}(p) \) be defined by Definition 2. If the set \( \text{Simp}(p) \cup \text{Prop}(p) \) is confluent and range-restricted and \( \text{Simp}(p) \cup \text{Prop}(p) \) is terminating, then \( \text{Simp}(p) \cup \text{Prop}(p) \) is confluent and range-restricted.
Note that Example 4 also satisfies the more liberal FD conditions. According to Definition 2 we generate the following improvement rules. Note that the functional dependency imposed is full. For simplicity, we only focus on improvement rules.

\[
\text{rule Zip } a \ b \ c, \ Zip \ a \ d \ c \Rightarrow b=d \quad -- \ (Z1)
\]
\[
\text{rule Zip } a \ b \ c, \ Zip \ d \ b \ c \Rightarrow a=d \quad -- \ (Z2)
\]
\[
\text{rule Zip } a \ d \ [(a,b)] \Rightarrow d=b \quad -- \ (Z3)
\]
\[
\text{rule Zip } d \ b \ [(a,b)] \Rightarrow d=a \quad -- \ (Z4)
\]
\[
\text{rule Zip } a \ d \ ([c]\rightarrow e) \Rightarrow d=b \quad -- \ (Z5)
\]
\[
\text{rule Zip } d \ b \ ([c]\rightarrow e) \Rightarrow d=a \quad -- \ (Z6)
\]

Rules (Z5) and (Z6) are generated from the second instance. Note that both rules introduce some new variables since we violate the termination condition. However, both rules are harmless. Effectively, we can replace them by

\[
\text{rule Zip } a \ d \ ([c]\rightarrow e) \Rightarrow \text{True} \quad -- \ (Z5')
\]
\[
\text{rule Zip } d \ b \ ([c]\rightarrow e) \Rightarrow \text{True} \quad -- \ (Z6')
\]

which makes them trivial. Hence, we can omit them altogether. We observe that we can “safely” violate the termination condition (without breaking termination) in case the improvement rules generated are trivial, i.e. the right-hand side of CHRs can be replaced by the always true constraint. This is always the case if the range component of an instance is a variable.

### 4.2 Stronger Improvement

There are situations where FDs do not enforce sufficient improvement. Note that the inferred types of \(e_1\) and \(e_2\) in Example 4 are

\[
e_1 :: \text{Zip } \text{Bool } \text{Char } [a] \Rightarrow a
\]
\[
e_2 :: \text{Zip } (\text{Bool},\text{Char}) \text{ Int } [a] \Rightarrow a
\]
rather than

\[
e_1 :: (\text{Bool},\text{Char})
\]
\[
e_2 :: ((\text{Bool},\text{Char}),\text{Int})
\]

For example rule (Z3) states that only if we see Zip a d [(a,b)] we can improve d by b. However, in case of \(e_1\) we see Zip Bool Char [a], and we would like to improve a to (Bool,Char). Indeed, in this context it is “safe” to replace rules (Z3) and (Z4) by

\[
\text{rule Zip } a \ b \ [c] \Rightarrow c=\text{(a,b)} \quad -- \ (Z34)
\]

which imposes stronger improvement to achieve the desired typing of \(e_1\) and \(e_2\). Note that rule (Z34) respects the consistency and termination conditions (assuming we enforce these conditions for user-provided improvement rules). Hence, we retain confluence and termination of CHRs.

Of course, if a user-provided improvement violates any of the sufficient conditions, it is the user’s responsibility to ensure that resulting CHRs are confluent and terminating.
4.3 Instance Improvement Only

Instead of stronger improvement it might sometimes be desirable to omit certain improvement rules. For example, in case the context consistency condition is violated, we can recover confluence by dropping the functional dependency rule.

**Theorem 3 (Instance Improvement Soundness).** Let $p$ be a set of Haskell class and instance declarations which satisfies the Haskell-FD consistency restriction. If the set $\text{Simp}(p) \cup \text{Prop}_{\text{class}}(p)$ is confluent and range-restricted and $\text{Simp} \cup \text{Prop}_{\text{class}}(p) \cup \text{Prop}_{\text{inst}}(p)$ is terminating, then $\text{Simp}(p) \cup \text{Prop}_{\text{class}}(p) \cup \text{Prop}_{\text{inst}}(p)$ is confluent and range-restricted.

Here is a (confluent) variation of Example 8 where we only impose the instance improvement rule.

```haskell
data Nil = Nil
data Cons a b = Cons a b
data ExpAbs x a = ExpAbs x a
-- env represents environment, exp expression
-- and t is the type of the resulting value
class Eval env exp t where eval :: env -> exp -> t
-- we only impose the instance improvement rule but NOT
-- the class FD
rule Eval env (ExpAbs x exp) v ==> v=v1->v2
instance Eval (Cons (x,v1) env) exp v2
  => Eval env (ExpAbs x exp) (v1->v2) where
eval env (ExpAbs x exp) = \v -> eval (Cons (x,v) env) exp
```

5 Related Work

The idea of improving types in the context of Haskell type classes is not new. For example, Chen, Hudak and Odersky [CHO92] introduce type classes which can be parameterized by a specific parameter. For example, the declaration `class SM m r | m->r from Example 2 can be expressed as the parametric declaration `class m::SM r. Interestingly, they impose conditions similar to Jones’s consistency and termination condition to achieve sound and decidable type inference. However, their approach is more limited than ours. Functional dependencies must be always of the form $a->b$ where $b$ is not allow to appear in the domain of any other functional dependency. Furthermore, they do not consider any extensions such as more liberal FDs.

In [Jon95], Jones introduces a general theory of simplifying and improving types as a refinement of his theory of qualified types [Jon92]. However, he does not provide any formal results which improvement strategies lead to sound and decidable type inference.

Subsequently, Jones extends multi-parameter type classes with functional dependencies [Jon00]. He states some conditions (consistency and termination) which in this paper we finally verify as sufficient to ensure sound and decidable type inference. Surprisingly, he introduces Example 3 (which breaks the termination condition) as a motivation for functional dependencies.
Duggan and Ophel [DO02] describe an improvement strategy, domain-driven unifying overload resolution, which is very similar to functional dependencies. Indeed, they were the first to point out the potential problem of non-termination of type inference. However, they do not discuss any extensions such as more liberal FDs nor do they consider how to cope with the termination problem.

Stuckey and Sulzmann [SS02] introduce a general CHR-based formulation for type classes. They establish some general conditions, e.g. termination and confluence, in terms of CHRs under which type inference is sound and decidable. Here, we rephrase functional dependencies as a particular instance of their framework.

6 Conclusion

We have given a new perspective on functional dependencies by expressing the improvement rules implied by FDs in terms of CHRs. We have verified, for the first time, that the conditions (termination and consistency, see Definition 1) stated by Jones are sufficient to guarantee sound and decidable type inference (see Theorem 1).

There are many examples which demand dropping the termination condition. For this purpose, we have introduced more liberal FDs in Section 4.1. We have identified an additional condition (context consistency) which guarantees confluence (see Theorem 2). We have also discussed further useful extensions such as stronger improvement rules (Section 4.2) and instance improvement rules only (Section 4.3).

For such extensions it becomes much harder to guarantee decidability (unless the generated improvement rules are trivial). For example, the more liberal FD conditions only ensure soundness but not decidability. We are already working on identifying further decidable classes of CHRs. We expect to report results on this topic in the near future.

In another line of future work we plan to investigate how to safely drop the consistency condition. Consider

```haskell
class Insert ce e | ce -> e where insert :: e->ce->ce
instance Ord a => Insert [a] a
instance Insert [Float] Int
```

Our intention is to insert elements into a collection. The class declaration states that the collection type uniquely determines the element type. The first instance states that we can insert elements into a list if the list elements enjoy an ordering relation. The second instance states that we have a special treatment in case we insert Ints into a list of Floats (for example, we assume that Ints are internally represented by Floats). This sounds reasonable, however, the above program is rejected because the consistency condition is violated. To establish confluence we seem to require a more complicated set of improvement rules. We plan to pursue this topic in future work.
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Abstract. Mixin modules are a framework for modular programming that supports code parameterization, incremental programming via late binding and redefinitions, and cross-module recursion. In this paper, we develop a language of mixin modules that supports call-by-value evaluation, and formalize a reduction semantics and a sound type system for this language.

1 Introduction

For programming “in the large”, it is desirable that the programming language offers linguistic support for the decomposition and structuring of programs into modules. A good example of such linguistic support is the ML module system and its powerful support for parameterized modules. Nevertheless, this system is weak on two important points.

− Mutual recursion: Mutually recursive definitions cannot be split across separate modules. There are several cases where this hinders modularization [7].
− Modifiability: The language does not propose any mechanism for incremental modification of an already-defined module, similar to inheritance and overriding in object-oriented languages.

Class-based object-oriented languages provide excellent support for these two features. Classes are naturally mutually recursive, and inheritance and method overriding answer the need for modifiability. However, viewed as a module system, classes have two weaknesses: they do not offer a general parameterization mechanism (no higher-order functions on classes), and the mechanisms they offer to describe pre-computations (initialization of static and instance variables) lack generality, since a module system should allow to naturally alternate function definitions with computational definitions using these functions.

Mixin modules [4] (hereafter simply called mixins) provide an alternative approach to modularity that combines some of the best aspects of classes and ML-style modules. Mixins are modules with “holes” (not-yet-defined components), where the holes can be plugged later by composition with other mixins, following a late-binding semantics. However, the handling of pre-computations and

* Partially supported by EPSRC grant GR/R 41545/01
initializations in mixins is still problematic. Most of the previous work on mixins, notably by Ancona and Zucca [2] and Wells and Vestergaard [26], is better suited to a call-by-name evaluation strategy. This strategy makes it impossible to trigger computations at initialization time.

Our goal in this paper is to define a call-by-value semantics for mixins that supports cleanly the evaluation of mixin components into values in a programmer-controlled evaluation order. In an earlier paper, Hirschowitz and Leroy [17] define a typed language of mixins in a call-by-value setting, whose semantics is given by type-directed translation into an enriched $\lambda$-calculus. The present paper improves over this first attempt in the following ways:

- Reduction semantics: We give a source-to-source, small-step reduction semantics for the mixin language. This semantics is simpler than the translation-based semantics, and is untyped. It also simplifies the proof of type soundness to a standard argument by subject reduction and progress.
- Side effects: The semantics makes it easy for the programmer to (1) know when side-effects occur, and (2) control the order in which they occur.
- Anonymous definitions: Our system features anonymous definitions, that is, definitions that are evaluated, but not exported as components of the final module.\(^1\) The translation-based semantics cannot handle anonymous definitions, because it is type-directed and anonymous definitions do not appear in mixin types.
- Practicality of mixin types: The type of a mixin must carry some dependency information about its contents. Requiring the dependency information to match exactly between the declared type of a mixin and its actual type, like Hirschowitz and Leroy did, is not practical. To address this issue, we introduce a new notion of subtyping w.r.t. dependencies, allowing a mixin to be viewed with more dependencies than it actually has. Furthermore, appropriate syntactic sugar allows to specify the dependencies of a large class of mixins with low syntactic overhead.

Section 2 informally presents MM. Section 3 defines the language and its dynamic semantics. Section 4 presents the type system and the soundness result. Section 5 emphasizes the importance of subtyping of dependency graphs. Section 6 examines related work. Section 7 concludes with some future work.

2 Overview

2.1 An Operational Semantics of Mixins

Our central idea for bringing mutual recursion and modifiability to modules is to adapt the distinction between classes and objects to the context of mixins. Following this idea, this paper designs a kernel language of mixins called

\(^1\) *Anonymous* is not exactly the same as *private*, since private definitions are generally mentioned in the types as private, whereas anonymous ones are not mentioned at all.
MM, which distinguishes mixins from actual modules. Mixins are dedicated to modularity operations, and feature parameterization, modifiability and mutual recursion. The contents of mixins are never reduced, so no computation takes place at the mixin level. Modules are dedicated to computation, contain fully evaluated values, and can be obtained by mixin instantiation, written close.

For the sake of simplicity, MM does not explicitly include a module construct. Instead, modules are encoded by a combination of records and value binding. Roughly, a module struct \( x_1 = e_1 \ldots x_n = e_n \) end is implemented by let rec \( x_1 = e_1 \ldots x_n = e_n \) in \( \{ x_1 = e_1 \ldots x_n = e_n \} \). Based on previous work on value binding in a call-by-value setting [18], MM features a single value binding construct that expresses both recursive and non-recursive definitions. Basically, this construct evaluates the definitions from left to right, considering variables as values.

A mixin is a pair of a set of input variables \( x_1 \ldots x_n \), and a list of output definitions \( y_1 = e_1 \ldots y_m = e_m \), written \( \langle x_1 \ldots x_n ; y_1 = e_1 \ldots y_m = e_m \rangle \).

Operators on mixins are adapted from previous works [4,2,26]. The main one is composition: given two mixins \( e_1 \) and \( e_2 \), their composition \( e_1 + e_2 \) returns a new mixin whose outputs are the concatenation of those of \( e_1 \) and \( e_2 \), and whose inputs are the inputs of \( e_1 \) or \( e_2 \) that have not been filled by any output.

When closing a mixin \( \langle \emptyset ; y_1 = e_1 \ldots y_m = e_m \rangle \) without inputs (called concrete), the order in which to evaluate the definitions is not obvious. Indeed, the syntactic order arises from previous compositions, and does not necessarily reflect the intention of the programmer. For instance, the expression \( \langle f ; x = f 0 \rangle + \langle \emptyset ; f = \lambda x . x + 1 \rangle \) evaluates to \( \langle \emptyset ; x = f 0 , f = \lambda x . x + 1 \rangle \), which should be instantiated into struct \( f = \lambda x . x + 1 , x = f 0 \) end (since definitions are evaluated from left to right). Thus, the close operator reorders definitions before evaluating them, thus turning a mixin into a module. It approximates an order in which the evaluation of each definition only needs previous definitions.

Unfortunately, this makes instantiation quite unintuitive in the presence of side effects. For example, if we are programming a ticket-vending machine for buying train tickets, it is reasonable to expect that the machine asks for the destination before asking whether the customer is a smoker or not. Indeed, the second question is useless if the trains to the requested destination are full. However, asking the second question does not require any information on the answer to the first one. So, if the program is built as an assembly of mixins, dependencies do not impose any order on the two questions, which can be a source of error. To handle this issue, our language of mixins provides programmer control over the order of evaluation: a definition can be annotated with the name of another one, to indicate that it should be evaluated after that one. For example, we can define \( s = \langle \text{destination} ; \text{smoker} [ \text{destination} ] = \ldots \rangle \). Intuitively, the annotation tells the system to do as if smoker depended on destination. This is why we call these annotations fake dependencies. Additionally, the system provides an operation for adding such dependencies a posteriori. For instance, assume our mixin was initially provided without the dependency annotation above: \( s_0 = \langle \text{destination} ; \text{smoker} = \ldots \rangle \). It is then important to be able to add it without modifying the source code. This is written \( s_1 = s_0 \text{smoker}[\text{destination}] \),
which evaluates to the previous mixin \( s \). Fake dependencies make MM ready for imperative features, although the formalization given in this paper does not include imperative features to keep it simpler.

### 2.2 Typing MM

The natural way to type-check mixins is via sets of type declarations for input and output components. For instance, let \( m_1 = \langle x; y = e_1 \rangle \) and \( m_2 = \langle y; x = e_2 \rangle \), where \( e_1 \) and \( e_2 \) denote two arbitrary expressions. It appears natural to give them the types \( m_1 : \langle x : M_2; y : M_1 \rangle \) and \( m_2 : \langle y : M_1; x : M_2 \rangle \), where \( M_1 \) and \( M_2 \) denote the types of \( e_1 \) and \( e_2 \), respectively, and the semi-colon separates the inputs from the outputs. The type of their composition is then \( m : \langle \emptyset; x : M_2, y : M_1 \rangle \).

While adequate for call-by-name mixins, this type system is not sound for call-by-value evaluation, because it does not guarantee that bindings generated at close time contain only well-founded recursive definitions that can be safely evaluated using call-by-value. In the example above, we could have \( x \) bound to \( y + 1 \) and \( y \) bound to \( x + 1 \), which is not well-founded. Yet, nothing in the type of \( m \) signals this problem.

In Sect. 4, we enrich these naive mixin types with dependency graphs describing the dependencies between definitions, and we formalize a simple (monomorphic) type system for MM. These graphs distinguish strong dependencies, which are forbidden in dependency cycles, from weak dependencies, which are allowed. For instance, \( x + 1 \) strongly depends on \( x \), while \( \lambda y.x \) only weakly depends on it.

The graphs are updated at each mixin operation, and allow to detect ill-founded recursions, while retaining most of the expressive power of MM.

Moreover, as mixin types carry dependency graphs, the types assigned to inputs may also contain graphs, and thus constrain the future mixins filling these inputs to have exactly the same graph. This policy is rather inflexible. To recover some flexibility, we introduce a notion of subtyping over dependency graphs: a mixin with a dependency graph \( G \) can be viewed as having a more constraining graph. The type system of MM is the first to handle both subtyping over dependency graphs and anonymous definitions in mixins.

### 3 Syntax and Dynamic Semantics of MM

#### 3.1 Syntax

We now formally define our kernel language of call-by-value mixin modules, called MM. Following Harper and Lillibridge [14], we distinguish names \( X \) from variables \( x \). Variables are \( \alpha \)-convertible, but names are not. MM expressions are defined in Fig. 1. Expressions include variables \( x \), records (labeled by names) \( \{X_1 = e_1 \ldots X_n = e_n\} \), and record selection \( e.X \), which are standard.

The basic mixins are called mixin structures, which we abbreviate as simply structures. A structure \( \langle \iota; o \rangle \) is a pair of an input \( \iota \) of the shape \( X_1 \triangleright x_1 \ldots X_n \triangleright x_n \), and of an output \( o \) of the shape \( d_1 \ldots d_m \). The input \( \iota \) maps external names
Expression: \[ e ::= x \]
\[ \{ X_1 = e_1 \ldots X_n = e_n \} \]
\[ e.X \]
\[ \langle X_1 \triangleright x_1 \ldots X_n \triangleright x_n ; d_1 \ldots d_m \rangle \]
\[ e_1 + e_2 \]
\[ \text{close } e \]
\[ e[-X_1 \ldots X_n] \]
\[ e_X[y] \]
\[ \text{let rec } x_1 = e_1 \ldots x_n = e_n \text{ in } e \]

Definition: \[ d ::= X[x_1 \ldots x_n] \triangleright x = e \]
\[ \ldots x_1 \ldots x_n \triangleright x = e \]

Variable
Record
Record selection
Structure
Composition
Closure
Deletion
Fake dependency
Anonymous definition

| Fig. 1. Syntax of MM |

imported by the structure to internal variables (used in \( o \)). The output \( o \) is an ordered list of definitions \( d \). A definition is of the shape \( L[x] \triangleright x = e \), where \( e \) is the body of the definition, and the label \( L \) is either a name \( X \) or the anonymous label \( \ldots \). The symbol \( x \) stands for a possibly empty finite list of variables \( x_1 \ldots x_n \), the list of fake dependencies of this definition on other definitions of the structure.

We provide four representative operators over mixins: compose \( e_1 + e_2 \), close \( e \), delete \( e[-X_1 \ldots X_n] \), and fake dependency \( e_X[y] \). Additional operators are formalized in Hirschowitz’s PhD thesis [16].

Finally, MM features a single value binding construct \( \text{let rec } b \) in \( e \), where \( b \) is a list of recursive definitions \( x_1 = e_1 \ldots x_n = e_n \), called a binding. As in previous work [18], this construct encompasses ML recursive and non-recursive binding constructs. Moreover, we restrict recursion syntactically as follows.

**Backward dependencies.** In a binding \( b = (x_1 = e_1 \ldots x_n = e_n) \), we say that there is a backward dependency of \( x_i \) on \( x_j \) if \( 1 \leq i \leq j \leq n \) and \( x_j \in \text{FV}(e_i) \), where \( \text{FV}(e_i) \) denotes the set of free variables of \( e_i \). A backward dependency of \( x_i \) on \( x_j \) is syntactically incorrect, except when \( e_j \) is of predictable shape.

**Predictable shape.** Expressions of predictable shape are defined by \( e_\downarrow \in \text{Predictable} ::= \{ s_v \} \mid \langle \nu; o \rangle \mid \text{let rec } b \) in \( e_\downarrow \), where \( s_v \) ranges over evaluated record sequences (see below the definition of values).

In the sequel, we only consider syntactically correct bindings. Moreover, we consider expressions equivalent up to \( \alpha \)-conversion of variables bound in structures and \( \text{let rec} \) expressions. We also consider inputs equivalent up to reordering, and fake dependency lists equivalent up to reordering and repetition. Further, we assume that bindings, inputs, outputs, and structures (resp. records, inputs, outputs, and structures) do not define the same variable (resp. name) twice.
3.2 Dynamic Semantics

Values and answers. MM values are defined by

\[ v ::= x \mid \{s_v\} \mid (X_1 \triangleright x_1 \ldots X_n \triangleright x_n ; d_1 \ldots d_n) \]

where \( s_v ::= X_1 = v_1 \ldots X_1 = v_1 \).

Evaluation answers are values, possibly surrounded by an evaluated binding:

\[ a ::= v \mid \text{let rec } b_v \text{ in } v, \text{ where } b_v ::= x_1 = v_1 \ldots x_n = v_n. \]

Contraction relation. In preparation for the reduction relation, we first define a local contraction relation \( \rightsquigarrow \) by the rules in Fig. 2. Reduction will contain the closure of contraction under evaluation contexts.

Rule COMPOSE defines composition. Outputs \( o \) are viewed as finite maps from pairs \( (L, x) \) to pairs \( (y, e) \). For any \( \iota \) and \( o \), we let \( \text{Bind}(\iota, o) = \iota \cup \text{dom}(o) \).

Moreover, the restriction of \( \text{dom}(o) \) to pairs with a name as first component is a finite map from names to variables, which we denote by \( \text{Input}(o) \). The composition of two structures \( \langle \iota_1; o_1 \rangle \) and \( \langle \iota_2; o_2 \rangle \) is a structure \( \langle \iota; o \rangle \), defined as follows: \( \iota \) is the union of \( \iota_1 \) and \( \iota_2 \), where names defined in \( o_1 \) or \( o_2 \) are removed. The result output \( o \) is defined as the concatenation of \( o_1 \) and \( o_2 \). There is a side condition checking that the obtained mixin is well-formed, and that no variable capture occurs. (Given a binary relation \( R \), \( \text{rng}(R) \) denotes its range, i.e. the set of all of the right-hand-sides of the pairs in \( R \).) For example, let

\[ e_1 = (X \triangleright x; Y \triangleright y = z + x) \quad \text{and} \quad e_2 = (X \triangleright x; Z \triangleright z = x). \]

After suitable \( \alpha \)-conversion, the composition \( e_1 + e_2 \) reduces to \( (X \triangleright x; Y \triangleright y = z + x, Z \triangleright z' = x) \).

Rule CLOSE defines the instantiation of a structure \( \langle \iota; o \rangle \). The input \( \iota \) must be empty. The instantiation is in three steps.

- First, \( o \) is reordered according to its dependencies, its fake dependencies, and its syntactic ordering, thus yielding a new output \( \text{Reorder}(o) \). This is done by considering the syntactic definition order in \( o \), written \( \triangleright_o \), and the \textit{unlabeled dependency graph} of \( o \), written \( \rightarrow_o \), and defined by the following rules:

\[
\frac{x' \in \text{FV}(e) \quad (L[y] \triangleright x = e), (L'[z] \triangleright x' = e') \in o}{x' \rightarrow_o x} \quad \frac{(L[x_1 \ldots x_n] \triangleright x = e) \in o \quad (L'[z] \triangleright x_i = e') \in o}{x_i \rightarrow_o x}
\]

(Here, \( x' \rightarrow x \) means that \( x \) depends on \( x' \).) Given an unlabeled graph \( \rightarrow \) on variables, we define the binary relation \( \rightarrow \rightarrow \) by \( \{x \rightarrow \rightarrow y \mid x \rightarrow^+ y \text{ and } y \rightarrow^* x\} \), where \( \rightarrow^+ \) and \( \rightarrow^* \) respectively are the transitive and reflexive-transitive closure of \( \rightarrow \), and \( \rightarrow^* \) is the complementary relation to \( \rightarrow^* \). It defines a partial order on the variables defined by \( o \), which respects dependencies, in the sense that if \( x \rightarrow \rightarrow y \), then \( x \) does not depend on \( y \). The output \( \text{Reorder}(o) \) is then \( o \), reordered w.r.t. the left-to-right lexicographical order \( (\rightarrow \rightarrow_o ; \triangleright_o) \). Thus, when dependencies do not impose an order, we choose the syntactic definition order as a default. By construction, in \( \text{Reorder}(o) \),
Contraction rules

\[ e = (\langle t_1 \cup t_2 \rangle \setminus \text{Input}(o_1, o_2); o_1, o_2) \quad e \text{ is well-formed} \]
\[
\text{rng} (\text{Bind}(t_1, o_1)) \perp \text{FV}(\langle t_2; o_2 \rangle) \quad \text{rng} (\text{Bind}(t_2, o_2)) \perp \text{FV}(\langle t_1; o_1 \rangle)
\]
\[ \langle t_1; o_1 \rangle + \langle t_2; o_2 \rangle \leadsto e \quad \text{(COMPOSE)} \]

\[ \text{close}(\emptyset; o) \leadsto \text{let rec} \ BofO(\text{Reorder}(o)) \text{ in } RofO(\text{Reorder}(o)) \quad \text{(CLOSE)} \]

\[ \langle t; o \rangle\setminus X_1 \ldots X_n \leadsto \langle t \cup \text{Input}(o)\setminus \{X_1\ldots X_n\}; o \setminus \text{dom}(o)\setminus \{X_1\ldots X_n\} \times \text{Var}(o) \rangle \quad \text{(DELETE)} \]

\[ (Y, y) \in \text{Input}(t, (o_1, X[z^*] \triangleright x = e, o_2)) \]
\[ \langle t; o_1, X[z^*] \triangleright x = e, o_2 \rangle X[y] \leadsto \langle t; o_1, X[yz^*] \triangleright x = e, o_2 \rangle \quad \text{(FAKE)} \]

\[ \{ s_v \}.X \leadsto s_v(X) \quad \text{(SELECT)} \]
\[ \text{dom}(b) \perp \text{FV}(\text{L}) \]
\[ \text{L [let rec } b \text{ in } e \text{]} \leadsto \text{let rec } b \text{ in } \text{L [e]} \quad \text{(LIFT)} \]

Reduction rules

\[ e \leadsto e' \quad \text{(CONTEXT)} \]
\[ \text{E[e]} \to \text{E[e']} \quad \text{(SUBST)} \]
\[ \text{dom}(b_1) \perp (\{x\} \cup \text{dom}(b_v, b_2) \cup \text{FV}(b_v, b_2) \cup \text{FV}(e')) \]
\[ \text{let rec } b_v, x = (\text{let rec } b_1 \text{ in } e), b_2 \text{ in } e' \to \text{let rec } b_v, b_1, x = e, b_2 \text{ in } e' \quad \text{(IM)} \]
\[ \text{let rec } b_v \text{ in let rec } b \text{ in } e \to \text{let rec } b_v, b \text{ in } e \quad \text{(EM)} \]

Evaluation contexts

Evaluation context:
\[ \text{E ::= } F \quad \text{Lift context:} \]
\[ | \quad \text{let rec } b_v \text{ in } F \quad \text{L} ::= \{ s_v, X = \square, s \} \mid \square.X \mid \square \mid \square_{X[y]} \]
\[ | \quad \text{let rec } b_v, x = F, b \text{ in } e \quad \text{Dereferencing context:} \]
\[ \text{F ::= } \square \mid \text{L} [F] \quad \text{D ::= } \square.X \mid \square \mid \square_{-X_1 \ldots X_n} \mid \square_{X[y]} \quad \mid \square + v_1 \mid v_2 + \square \quad (v_2 \text{ is not a variable}). \]

Nested lift context:
\[ \text{F ::= } \square \mid \text{L} [F] \]

Access in evaluation contexts

\[ \langle \text{let rec } b_v \text{ in } F \rangle (x) = b_v (x) \quad \text{(EA)} \]
\[ \langle \text{let rec } b_v, y = F, b \text{ in } e \rangle (x) = b_v (x) \quad \text{(IA)} \]

Fig. 2. Dynamic semantics of MM
as in Reorder(o). As we only write syntactically correct expressions, the rule has an implicit side condition that \( \text{BofO(Reorder(o))} \) be syntactically correct. For instance, the reduction of the expression \( \text{close}(\emptyset; X \triangleright x = x + x) \) is stuck, since \( x + x \) is not of predictable shape.

- Third, the values of the named definitions of Reorder(o) are grouped in a record \( \text{RofO(Reorder(o))} \), with, for each named definition \( X[y] \triangleright x = e \), a field \( X = x \). This record is the result of the instantiation.

Rule DELETE describes how MM deletes a finite set of names \{\( X_1 \ldots X_n \)} from a structure \( \langle \iota; o \rangle \). Let \( \text{Vars} \) denote the set of all variables. First, \( o \) is restricted to the other definitions. Second, the removed definitions remain bound as inputs, by adding the corresponding inputs to \( \iota \).

Rule FAKE describes the fake dependency operation, which allows adding a fake dependency to a mixin \textit{a posteriori}. Let \( \text{Input}(\iota, o) \) denote \( \iota \cup \text{Input}(o) \), and assume given an input \( \iota \) and an output \( o = (o_1, X[z] \triangleright x = e, o_2) \). Further assume that \( (Y, y) \in \text{Input}(\iota, o) \). Then, the expression \( \langle \iota; o \rangle X[Y] \) adds a fake dependency on \( y \) to the definition of \( X \), thus yielding \( \langle \iota; o_1, X[yz] \triangleright x = e, o_2 \rangle \).

The record selection rule SELECT is standard.

Finally, in MM, there is no rule for eliminating \textit{let rec}. Instead, evaluated bindings remain at top-level in the expression as a kind of run-time environment. Bindings that are not at top-level in the expression must be lifted before their evaluation can begin, as defined by rule LIFT and \textit{lift contexts} \( L \).

\textit{Reduction relation.} We now define the dynamic semantics of MM by the global reduction relation \( \rightarrow \), defined by the rules in Fig. 2.

First, by rule CONTEXT, it extends contraction to evaluation contexts. Moreover, as mentioned above, only the top-level binding can be evaluated. As soon as one of its definitions gets evaluated, evaluation can proceed with the next one, or with the enclosed expression if there is no definition left. This is enforced by the definition of \textit{evaluation contexts} \( \mathcal{E} \): evaluation happens under (if evaluated) or inside an optional top-level binding, and a \textit{nested lift context} \( \mathcal{F} \) (which is simply a series of lift contexts). If evaluation meets a binding inside the considered expression, then this binding is lifted to the top level of the expression, or just before the top-level binding if there is one. In this case, it is merged with the latter, either internally or externally, as described by rules IM and EM, respectively. External and internal substitutions (rules \textsc{Subst}, \textsc{EA} and \textsc{IA}) allow to copy one of the already evaluated definitions of the top-level binding, when they are needed by the evaluation, i.e. when they appear in a \textit{dereferencing context}.

The condition that \( v_2 \) is not a variable in the grammar ensures determinism of the reduction in cases such as \( x + y \). The left argument is always copied first.

4 \textbf{Static Semantics of MM}

Types are defined by \( M \in \text{Types} ::= \{O\} \mid \langle I; O; G \rangle \), where \( I \) and \( O \) are \textit{signatures}, that is, finite maps from names to types, and where \( G \) is a graph over names, labeled by \textit{degrees}. A degree \( \chi \) is one of \( \bullet \) and \( o \), respectively representing
strong and weak dependencies. There are only two kinds of types: record types \( \{O\} \) and mixin types \( \langle I; O; G \rangle \). \textit{Environments} \( \Gamma \) are finite maps from variables to types. Type, signature, and environment well-formedness only require that for any mixin type \( \langle I; O; G \rangle \), \( G \) is \textit{safe}, in the sense that its cycles only contain weak dependencies (labeled by \( \circ \)), and \( O \leq \text{dom}(O) \), in the sense of signature subtyping, defined below.

The type system is defined in Fig. 3. After the standard typing rule \textsc{T-Variable} for variables, rule \textsc{T-Struct} defines the typing of structures \( \langle \iota; o \rangle \). The rule introduces a well-formed input signature \( I \) corresponding to \( \iota \), and a well-formed type environment \( \Gamma_o \) corresponding to \( o \). Given \( I \) and \( \Gamma_o \), the rule checks that the definitions in \( o \) indeed have the types mentioned in \( \Gamma_o \). The types of named definitions of \( o \), obtained by composing \( \Gamma_o \) with \textit{Input}(\( o \)), are retained both as inputs and outputs. Finally, the condition \( \vdash \to \langle \iota; o \rangle \) checks that the dependencies of the structure are safe. It relies on the labeled dependency graph of \( \langle \iota; o \rangle \), which is defined by the following rules:

\[
\begin{align*}
(L', x') & \in \text{Bind}(\iota, o) & (L, x) & \in o \\
(L[y] \triangleright x = e) & \in o & (L[x_1 \ldots x_n] \triangleright x = e) & \in o \\
\node(L', x') \rightarrow \text{Degree}(x', e) & \gamma(\iota; o) & \node(L, x) \\
\end{align*}
\]

where \( \node(L, x) \) denotes \( L \) if \( L \) is a name, and \( x \) otherwise. The edges of this graph are labeled by degrees, which are computed by the \textit{Degree} function, defined if \( x \in \text{FV}(e) \) by \( \text{Degree}(x, e) = \circ \) if \( e \in \text{Predictable} \) and \( \text{Degree}(x, e) = \bullet \) otherwise. Finally, variables should not appear in types, so we lift the graph to a labeled graph over names written \([ \to \langle \iota; o \rangle \]) \( \text{Node}(L, x) \rightarrow \text{Degree}(x, e) \gamma(\iota; o) \text{Node}(L, x) \)

where subtyping is defined component-wise. Subtyping allows a dependency graph to be replaced by a more constraining graph. Section 5 illustrates the practical importance of subtyping between dependency graphs.

Rule \textsc{T-Compose} types the composition of two expressions. It guesses a lower bound \( I \) of the input signatures \( I_1 \) and \( I_2 \) of its arguments, such that \( \text{dom}(I) = \text{dom}(I_1) \cup \text{dom}(I_2) \). This lower bound is used as the input signature of the result. Checking that it is a lower bound implies that common names between \( I_1 \) and \( I_2 \) have compatible types. The rule also checks that the union of the two dependency graphs is safe, and that no name is defined twice (i.e. appears in both outputs). The result type shares the inputs and takes the disjoint union, written \( + \), of the outputs and the union of the dependency graphs.
Expressions

\[
\begin{align*}
    x \in \text{dom}(\Gamma) & \quad \Gamma \vdash x : \Gamma(x) \quad \text{(T-VARIABLE)} \\
    \text{dom}(i) = \text{dom}(I) & \quad \vdash I \quad \vdash \Gamma_o \quad \vdash \rightarrow_{\langle i; o \rangle} \quad \text{(T-STRUCT)} \\
    \Gamma \{ I \circ i^{-1} \cup \Gamma_o \} \vdash o : \Gamma_o \quad O = \Gamma_o \circ \text{Input}(o) & \quad \text{(T-STRUCT)}
\end{align*}
\]

\[
\begin{align*}
    \Gamma \vdash \langle i; o \rangle : \langle I \cup O; O; [\rightarrow_{\langle i; o \rangle}] \rangle & \quad \text{(T-STRUCT)} \\
    \Gamma \vdash e : M' & \quad M' \leq M \quad \vdash M \quad \text{(T-SUB)} \\
    \Gamma \vdash e_1 : \langle I_1; O_1; G_1 \rangle & \quad \vdash e_2 : \langle I_2; O_2; G_2 \rangle \quad \vdash I \quad \text{(T-COMPOSE)} \\
    I_{|\text{dom}(I_1)} \leq I_1 & \quad I_{|\text{dom}(I_2)} \leq I_2 \quad (O_1 + O_2) \leq I_{|\text{dom}(O_1 + O_2)} \\
    \Gamma \vdash e_1 + e_2 : \langle I; O_1 + O_2; G_1 \cup G_2 \rangle & \quad \text{(T-COMPOSE)}
\end{align*}
\]

\[
\begin{align*}
    \Gamma \vdash e : \langle I; O; G \rangle & \quad \text{dom}(I) = \text{dom}(O) \quad \Gamma \vdash \text{close} e : \{O\} \quad \text{(T-CLOSE)} \\
    \Gamma \vdash e : \langle I; O; G \rangle & \quad \Gamma \vdash e \mid - X_1 \ldots X_n : \langle I; O \setminus \{X_1 \ldots X_n\}; G \setminus \{X_1 \ldots X_n\} \rangle \quad \text{(T-DELETE)} \\
    \Gamma \vdash e : \langle I; O; G \rangle & \quad X \in \text{dom}(O) \quad Y \in \text{dom}(I) \quad \vdash G_{X[Y]} \quad \text{(T-FAKE)} \\
    \Gamma \vdash e : \langle I; O; G \rangle & \quad \Gamma \vdash b : \Gamma_b \quad \Gamma \langle \Gamma_b \rangle \vdash e : M \quad \text{(T-LETREC)} \\
    \forall X \in \text{dom}(s), \Gamma \vdash s(X) : O(X) & \quad \Gamma \vdash \{s\} : \{O\} \quad \text{(T-RECORD)} \\
    \Gamma \vdash e : \{O\} & \quad \Gamma \vdash e.X : O(X) \quad \text{(T-SELECT)} \\
\end{align*}
\]

Sequences

\[
\begin{align*}
    \Gamma \vdash e : \emptyset & \quad \Gamma \vdash e : M & \quad \Gamma \vdash o : \Gamma_o \quad \Gamma \vdash (L[x\ast] \triangleright x = e, o) : \{x : M\} \cup \Gamma_o \\
    \Gamma \vdash e : M & \quad \Gamma \vdash b : \Gamma_b \quad \Gamma \vdash (x = e, b) : \{x : M\} \cup \Gamma_b \\
\end{align*}
\]

Fig. 3. Static semantics of MM
Rule T-Close transforms a mixin type whose inputs are all matched by its outputs into a record type.

Rule T-DELETE, exactly as the corresponding contraction rule, removes the selected names from the output types, reporting the other ones in the input signature. The abstract graph is modified accordingly by the operation \( G|_{−\{x_1...x_n\}} \), which removes the edges leading to the deleted components.

Rule T-FAKE types an expression of the shape \( e_X[Y] \). If \( e \) has a type \( \langle I; O; G \rangle \), with \( X \in \text{dom}(O) \), and \( Y \in \text{dom}(I) \), then adding a fake dependency of \( X \) on \( Y \) only modifies the graph \( G: G_{X[Y]} \) denotes \( G \), augmented with a strong edge from \( Y \) to \( X \). The rule checks that this does not make the graph unsafe.

Rule T-LETRec for typing bindings \( \text{let rec} \; b \; \text{in} \; e \) is standard, except for its side condition: \( \vdash b \) means that \( b \) does not contain backward dependencies on definitions of unpredictable shape, and is well ordered with respect to its dependencies, in the following sense. The labeled dependency graph \( \rightarrow_b \) of \( b = (x_1 = e_1...x_n = e_n) \) is defined as the labeled dependency graph of the equivalent output \( (\cdot) \oplus x_1 = e_1...\oplus x_n = e_n \). Then, we require that all paths of \( \rightarrow_b \) whose last edge is labeled by \( \bullet \) are forward. This is sufficient to ensure that \( b \) contains no dependency problem.

The T-SELECT and T-RECORD rules for typing record construction and selection are standard. Rule T-SELECT implicitly requires that \( X \in \text{dom}(O) \).

Finally, Fig. 3 also presents the typing of outputs and bindings, which is straightforward, since it consists in successively typing their definitions.

**Theorem 1 (Soundness).** A closed, well-typed expression must either not terminate or reach an answer.

The proof of this theorem (via the standard subject reduction and progress properties) can be found in Hirschowitz’s PhD thesis [16].

## 5 Practical Syntactic Signatures and Subtyping w.r.t. Dependencies

As mentioned in the introduction, enriching mixin types with dependency graphs without graph subtyping would make the type system too rigid. Assuming such a system, consider a mixin \( e \) which imports a mixin \( X \). The type of \( e \) has an input declaration named \( X \) that associates a graph to \( X \). If we later want to use \( e \) twice in the program, composing it with two different mixins \( e' \) and \( e'' \), it is unlikely that \( X \) has exactly the same dependency graph in \( e' \) and \( e'' \), so we cannot attribute a graph to \( X \) in \( e \) that allows both compositions. Furthermore, from the standpoint of separate development, the dependency graph is part of the specification of a mixin. It informs clients of dependencies, but also of non-dependencies. Thus, definitions must depend exactly on the components that the graph claims they depend on. So, if the implementation of a mixin changes for any reason such as optimization, bug fix, etc, then probably its specification will also have to change. This is undesirable for separate development, which encourages the independent development of mixins, based on stable specifications.
Our previous type systems for mixins [17,19] suffer from this drawback: they require the dependency graph of an output to exactly match the one of the input it fills. We improve over these type systems here, by incorporating a simple notion of subtyping in our type system for MM, which allows to see a mixin with dependency graph $G$ as a mixin with a more constraining dependency graph, that is, a super graph of $G$. The idea is that when giving the type of an input, the programmer (or possibly a type inference algorithm, although we have no such algorithm to propose yet) chooses a reasonably constraining dependency graph that remains compatible with the uses made of the input. Subtyping, then, allows the input to be filled by less constrained definitions.

Another related problem is that dependency graphs, and a fortiori the constraining graphs mentioned above, are very cumbersome to write by hand for the programmer. To alleviate this issue, we propose the introduction of appropriate syntactic sugar: we define the new form of mixin type $\text{mixsig } Q_1 \ldots Q_n \text{ end}$, with

$$Q ::= U \mid [U_1 \ldots U_n]$$
$$U ::= ?X : M \mid !X : M$$

This new form is a list of enriched specifications $Q$. An enriched specification $Q$ is either a single declaration $U$, or a block of single declarations $[U_1 \ldots U_n]$. A single declaration assigns a type to a name, with a flag $?$ or $!$, to indicate that it is an input or an output, respectively. Blocks are considered equivalent modulo the order, and they represent groups of potentially recursive definitions of predictable shape. Single declarations represent arbitrary definitions.

This construct can be elaborated to core MM types: basically, $?$ declarations are inputs, and $!$ declarations are both inputs and outputs. A single $!$ declaration strongly depends on all the preceding declarations. A $!$ declaration in a block strongly depends on the preceding declarations, and weakly depends on all the declarations of its block. This form makes mixin types more concise and intuitive.

6 Related Work

**Mixin-based inheritance.** The notion of mixin originates in the object-oriented language Flavors [22], and was further investigated both as a linguistic device addressing many of the shortcomings of inheritance [13,11,3] and as a semantic foundation for inheritance [6]. Here, we call this kind of mixins *mixin classes*. An issue with mixin classes that is generally not addressed is the treatment of instance fields and their initialization. Mixin classes where instance fields can be initialized by arbitrary expressions raise exactly the same problems of finding a correct evaluation order and detecting cyclic dependencies that we have addressed in this paper in the context of call-by-value mixins. Initialization can also be performed by an initialization method with a standard name (say, $\text{init}$), but this breaks data encapsulation. Instead, MM naturally allows interleaving function definitions and arbitrary computations.
Recursive modules. Harper et al. [7,9] and Russo [25] extend the ML module system with recursive definitions of modules. This addresses the mutual recursion issue we mentioned in introduction, but not the modifiability (open recursion) issue. Russo relies on lazy evaluation for the recursive definitions and makes no attempt to statically detect ill-founded recursions. Harper et al. use a standard call-by-value fixed-point operator, and statically constrain components of recursively-defined modules to be valuable. This is less flexible than our proposal, since module components can only weakly depend on the recursive variable. Recent work by Dreyer [8] lifts this restriction by using an effect system to track strong dependencies on recursively-defined variables.

Language designs with mixins. Bracha [4] formulated the concept of mixin-based inheritance (composition) independently of an object-oriented setting. His mixins do not address the initialization issue. Duggan and Sourelis [10] extended his proposal and adapted it to ML. In their system, a mixin comprises a body, containing only function and data-type definitions, surrounded by a prelude and an initialization section, containing arbitrary computations. During composition, only the bodies of the two mixins are connected, but neither the preludes nor the initialization sections. This ensures that mixin composition never creates ill-founded recursive definitions, but forbids to alternate standard definitions and composable definitions.

Flatt and Felleisen [12] introduce the closely related concept of units. A first difference with our proposal is that units do not feature late binding. Moreover, the initialization problem is handled differently. The formalization of units in [12, Sect. 4] restricts definitions to syntactic values, but includes in each unit an initialization expression that can perform arbitrary computations. Like Duggan and Sourelis’s approach, this approach prevents the creation of ill-founded recursive definitions, but is less flexible than our approach. The implementation of units for Scheme allows arbitrary computations within the definitions of unit components. The defined variables are implicitly initialized to \texttt{nil} before evaluating the right-hand sides of the definitions and updating the defined variables with the results of the computation. Ill-founded recursions are thus not prevented statically, and result either in a run-time type error or in a value that is not a fixed-point of the recursive definition.

Linking calculi and mixin calculi. Cardelli [5] initiated the study of linking calculi. His system is a first-order linking model, that is, modules are compilation units and cannot be nested. His type system does not restrict recursion at all, but the operational semantics is sequential in nature and does not appear to handle cross-unit recursion. As a result, the system seems to lack the progress property.

Machkasova and Turbak [21] explore a very expressive linking calculus, which is not confluent. Instead, it is argued that it is computationally sound, in the sense that all strategies lead to the same outcome. The system is untyped, and does not feature nested modules.
Ancona and Zucca [2] propose a call-by-name module system called CMS. As MM, CMS extends Jigsaw by allowing any kind of expressions as mixin definitions, not just values. Unlike in MM, in CMS, there is no distinction between modules and mixin modules, which makes sense in call-by-name languages, since the contents of modules are not evaluated until selection. In call-by-value, the contents of a module are eagerly evaluated, so CMS is not a suitable model. From the standpoint of typing, CMS, unlike MM, and consistently with most call-by-name languages, does not control recursive definitions.

In a more recent calculus [1], Ancona et al. do distinguish mixins from modules. They propose to handle side effects using monadic operators. However, they do not attempt to statically reject faulty recursive definitions. Moreover, in their system, given a composition $e_1 + e_2$, the monadic definitions of $e_1$ are necessarily evaluated before those of $e_2$, which is less flexible than our proposal.

As CMS, Wells and Vestergaard’s $m$-calculus [26] is targeted to call-by-name evaluation. Nevertheless, it has a rich equational theory that allows to see MM as a strongly-typed version of the $m$-calculus specialized to call-by-value plus built-in late binding behavior (encoded in the $m$-calculus), explicit distinction between mixins and modules, programmer control over the order of evaluation, and a sound and flexible type system.

7 Conclusion

We have presented a language of call-by-value mixin modules, equipped with a reduction semantics and a sound type system. Some open issues remain to be dealt with, which are related to different practical uses of mixin modules. If mixin modules are used as first-class, core language constructs, then the simple type system presented here is not expressive enough. Some form of polymorphism over mixin module types seems necessary, along the lines of type systems for record concatenation proposed by Harper and Pierce [15] and by Potter [24]. If one wants to build a module system based on mixin modules, then type abstraction and user-defined type components have to be considered. We are working on extending the type systems for ML modules [20,14] to mixin modules with type components. For this, we plan to build on previous work on recursive, non-mixin modules [7,9]. Nevertheless, an issue appears for finding the inputs of a composition, which involves a kind of greatest lower bound operation on types. In a similar context, Odersky et al. [23] resort to explicit annotations, which is not entirely satisfactory.
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Abstract. Environment classifiers were proposed as a new approach to typing multi-stage languages. Safety was established in the simply-typed and let-polymorphic settings. While the motivation for classifiers was the feasibility of inference, this was in fact not established. This paper starts with the observation that inference for the full classifier-based system fails. We then identify a subset of the original system for which inference is possible. This subset, which uses implicit classifiers, retains significant expressivity (e.g. it can embed the calculi of Davies and Pfenning) and eliminates the need for classifier names in terms. Implicit classifiers were implemented in MetaOCaml, and no changes were needed to make an existing test suite acceptable by the new type checker.

1 Introduction

Introducing explicit staging constructs into programming languages is the goal of research projects including ‘C [9], Popcorn [25], MetaML [30,20], MetaOCaml [4, 19], and Template Haskell [23]. Staging is an essential ingredient of macros [10], partial evaluation [15], program generation [16], and run-time code generation [12]. In the untyped setting, the behavior of staging constructs resembles the quasi-quotiation mechanisms of LISP and Scheme [2]. But in the statically-typed setting, such quotation mechanisms may prohibit static type-checking of the quoted expression. Some language designs, such as that of ‘C, consider this acceptable. In Template Haskell, this is considered a feature; namely, a form of staged type inference [24]. But in the design of MetaML and MetaOCaml, it is seen as a departure from the commitment of ML and OCaml to static prevention of runtime errors.\textsuperscript{1}

Multi-stage Basics. The use of staging constructs can be illustrated in a multi-stage language such as MetaOCaml [19] with a classic example\textsuperscript{2}:

\begin{itemize}
  \item Supported by MIUR project NAPOLI, EU project DART IST-2001-33477 and thematic network APPSEM II IST-2001-38957
  \item Supported by NSF ITR-0113569 and NSF CCR-0205542.
  \item Dynamic typing can be introduced as orthogonal and non-pervasive feature [1].
  \item Dots are used around brackets and escapes to disambiguate the syntax in the implementation, but they are dropped when we consider the underlying calculus.
\end{itemize}
let rec power n x = (* : int -> int code -> int code *)
  if n=0 then .<1>. else .<.¬x * .¬(power (n-1) x)>.
let power72 : int -> int = .! .<fun x -> .¬(power 72 .<x>.)>.

Ignoring the type constructor t code and the three staging annotations brackets
.<>., escapes .¬e, and run .!, the above code is a standard definition of a
function that computes \(x^n\), which is then used to define the specialized function
\(x^{72}\). Without staging, however, the last step just produces a closure that invokes
the power function every time it gets a value for \(x\). To understand the effect of
the staging annotations, it is best to start from the end of the example. Whereas
a term \(\text{fun } x \to e \; x\) is a value, an annotated term \(\text{.<fun } x \to .¬(e \; .<x>.)>\).
is not. Brackets indicate that we are constructing a future stage computation,
and an escape indicates that we must perform an immediate computation while
building the enclosing bracketed computation. The application \(e \; .<x>\). has to
be performed first, even though \(x\) is still an uninstantiated symbol. In the \text{power}
example, \(\text{power } 72 \; .<x>\). is performed immediately, once and for all, and not
repeated every time we have a new value for \(x\). In the body of the definition of
the \text{power} function, the recursive application of \text{power} is escaped to make
sure that it is performed immediately. The run construct (\(.!\)) on the last line
invokes the compiler on the generated code fragment, and incorporates the result
of compilation into the runtime system.

\textit{Background.} Starting with the earliest statically typed languages supporting
staging (including those of Gomard and Jones [11] and Nielson and Nielson [22]),
most proposals to date fall under two distinct approaches: one treating code as
always open, the other treating code as always closed. The two approaches are
best exemplified by two type systems corresponding to well-known logics:

\[\lambda^\bigcirc\] Motivated by the next modality \(\bigcirc\) of linear time temporal logic, this system
provides a sound framework for typing constructs that have the same oper-
ational semantics as bracket and escape [6]. As illustrated above, brackets
and escapes can be used to annotate \(\lambda\)-abstractions so as to force evalu-
ation under lambda. This type system supports code generation but does not
provide a construct for code execution.

\[\lambda^\Box\] Motivated by the necessity modality \(\Box\) of S4 modal logic, this system pro-
vides constructs for generating and executing closed code [7]. The exact cor-
respondence between the constructs of \(\lambda^\Box\) and LISP-style quotation mecha-
nism is less immediate than for \(\lambda^\bigcirc\).

Combining the two approaches to realize a language that allows evaluation under
lambda \textit{and} a run construct is challenging [26]. In particular, evaluation under
lambda gives rise to code fragments that contain free variables that are not yet
"linked" to any fixed value. Running such open code fragments can produce
a runtime error. Several type systems [3,29,21] have been proposed for safely
combining the key features of \(\lambda^\bigcirc\) (the ability to manipulate open code) and
\(\lambda^\Box\) (the ability to execute closed code). But a practical solution to the problem
requires meeting a number of demanding criteria simultaneously:
– **Safety**: the extension should retain static safety;
– **Conservativity**: the extension should not affect programs that do not use multi-stage facilities;
– **Inference**: the extension should support type inference;
– **Light annotations**: the extension should minimize the amount of programmer annotations required to make type inference possible.

All the above proposals were primarily concerned with the safety criterion, and were rarely able to address the others. Because previous proposals seemed notationally heavy, implementations of multi-stage languages (such MetaML and MetaOCaml) often chose to sacrifice safety. For example, in MetaOCaml, \( \alpha \) raises an exception, when the evaluation of \( e \) produces open code.

The type system for environment classifiers \( \lambda^\alpha \) of [29] appears to be the most promising starting point towards fulfilling all criteria. The key feature of \( \lambda^\alpha \) is providing a code type \( \langle \tau \rangle^\alpha \) decorated with a classifier \( \alpha \) that constrains the unresolved variables that may occur free in code. Intuitively, in the type system of \( \lambda^\alpha \), variables are declared at levels annotated by classifiers, and code of type \( \langle \tau \rangle^\alpha \) may contain only unresolved variables declared at a level annotated with \( \alpha \). Classifiers are also used explicitly in terms. Type safety for \( \lambda^\alpha \) was established [29], but type inference was only conjectured.

**Contributions and Organization of this Paper.** The starting point for this work is the observation that inference for full \( \lambda^\alpha \) fails. To address this problem, a subset of the original system is identified for which inference is not only possible but is in fact easy. This subset uses implicit classifiers, thus eliminates the need for classifier names in terms, and retains significant expressivity (e.g. it embeds the paradigmatic calculi \( \lambda^\square \) and \( \lambda^\Box \)). Implicit classifiers have been implemented in MetaOCaml, and no changes were needed to make an existing test suite acceptable by the type checker. The paper proceeds as follows:

– Section 2 extends a core subset of ML with environment classifiers. The new calculus, called \( \lambda^i_{let} \), corresponds to a proper subset of \( \lambda^\alpha \) but eliminates classifier names in terms. This is an improvement on \( \lambda^\alpha \) in making annotations lighter, and the proof of type safety for \( \lambda^\alpha \) adapts easily to \( \lambda^i_{let} \).
– Section 3 gives two inference algorithms:
  1. a principal typing algorithm for \( \lambda^i \), the simply-typed subset of \( \lambda^i_{let} \) (i.e. no type schema and let-binding), which extends Hindley’s principal typing algorithm for the \( \lambda \)-calculus.
  2. a principal type algorithm for \( \lambda^i_{let} \), which extends Damas and Milner’s algorithm \( W \).

Therefore classifiers are a natural extension to well-established type systems.

– Section 4 relates \( \lambda^i \) to \( \lambda^\alpha \) and exhibits some terms typable in \( \lambda^\alpha \) that fail to have a principal type (thus, \( \lambda^\alpha \) fails to meet the inference criterion). It also shows that \( \lambda^i \) retains significant expressivity, namely there are typability-preserving embeddings of \( \lambda^\Box \) and a variant of \( \lambda^\Box \) into \( \lambda^i \) (similar to the embeddings into \( \lambda^\alpha \) given in [29]). However, if one restricts \( \lambda^i_{let} \) further, by considering a runClosed construct similar to Haskell’s runST [17], then the embedding of \( \lambda^\Box \) is lost (but term annotations disappear completely).
Variables \( x \in X \)
Classifiers \( \alpha \in A \)
Named Levels \( A \in A^* \)
Terms \( e, v \in E ::= x \mid \lambda x.e \mid e.\ e \mid e \mid e \mid \text{run } e \mid \%e \mid \text{open } e \mid \text{close } e \mid \text{let } x = e_1 \text{ in } e_2 \)
Type Variables \( \beta \in B \)
Types \( \tau \in T ::= \beta \mid \tau_1 \to \tau_2 \mid (\tau)^\alpha \mid (\tau) \)
Type Schema \( \alpha \in S ::= \tau \mid \forall \alpha.\sigma \mid \forall \beta.\sigma \) or equivalently \( \forall \pi.\tau \) with \( \pi \) sequence of distinct \( \alpha \) and \( \beta \)
Assignments \( \Gamma \in X \stackrel{\text{fin}}{\to} (T \times A^*) \) of types and named levels
Assignments \( \Delta \in X \stackrel{\text{fin}}{\to} (S \times A^*) \) of type schema and named levels

![Fig. 1. Syntax of \( \lambda_{\text{let}}^i \)](image)

**Notation.** Throughout the paper we use the following notation and conventions:

- We write \( m \) to range over the set \( \mathbb{N} \) of natural numbers. Furthermore, \( m \in \mathbb{N} \) is identified with the set of its predecessors \( \{ i \in \mathbb{N} \mid i < m \} \).
- We write \( \overline{a} \) to range over the set \( A^* \) of finite sequences \( (a_i | i \in m) \) with \( a_i \in A \), and \( |\overline{a}| \) denotes its length \( m \). We write \( \emptyset \) for the empty sequence and \( \overline{a}_1, \overline{a}_2 \) for the concatenation of \( \overline{a}_1 \) and \( \overline{a}_2 \).
- We write \( f : A \stackrel{\text{fin}}{\to} B \) to say that \( f \) is a partial function from \( A \) to \( B \) with a finite domain, written \( \text{dom}(f) \). We write \( A \to B \) to denote the set of total functions from \( A \) to \( B \). We use the following operations on partial functions:
  - \{ \( a_i : b_i | i \in m \) \} is the partial function mapping \( a_i \) to \( b_i \) (where the \( a_i \) are distinct, i.e. \( a_i = a_j \) implies \( i = j \)); in particular, \( \emptyset \) is the everywhere undefined partial function;
  - \( f \setminus a \) denotes the partial function \( g \) s.t. \( g(a') = b \) iff \( f(a') = b \) when \( a' \neq a \), and undefined otherwise;
  - \( f\{a : b\} \) denotes the (possibly) partial function \( g \) s.t. \( g(a) = b \) and \( g(a') = f(a') \) when \( a' \neq a \);
  - \( f, g \) denotes the union of two partial functions with disjoint domains.
- \( f = g \mod X \) means that \( \forall x \in X.\ f(x) = g(x) \).
- We write \( X \not= X' \) to mean that \( X \) and \( X' \) are disjoint sets, and \( X \cup X' \) for their disjoint union.

2. \( \lambda_{\text{let}}^i \): A Calculus with Implicit Classifiers

This section defines \( \lambda_{\text{let}}^i \), an extension of the functional subset of ML with environment classifiers. In comparison to \( \lambda^\alpha \) [29], classifier names do not appear in terms. In particular, the constructs of \( \lambda^\alpha \) for explicit abstraction \( (\alpha)e \) and instantiation \( e[\alpha] \) of classifiers are replaced by the constructs \( \text{close } e \) and \( \text{open } e \), but with more restrictive typing rules. As we show in this paper, this makes it possible to support ML-style inference of types and classifiers in a straightforward manner.
Figure 1 gives the syntax of $\lambda^i_{let}$. Intuitively, classifiers allow us to name parts of the environment in which a term is typed. Classifiers are described as implicit in $\lambda^i_{let}$ because they do not appear in terms. Named levels are sequences of environment classifiers. They are used to keep track of the environments used as we build nested code. Named levels are thus an enrichment of the traditional notion of levels in multi-stage languages [6,30,28], the latter being a natural number which keeps track only of the depth of nesting of brackets. Terms include:

- the standard $\lambda$-terms, i.e. variables, $\lambda$-abstraction and application;
- the staging constructs of MetaML [30], i.e. Brackets $\langle e \rangle$, escape $\hat{e}$, and run $\text{run } e$, and a construct $%e$ for cross-stage persistence (CSP) [3,29];
- the constructs close $e$ and open $e$ are the implicit versions of the $\lambda^\alpha$ constructs for classifiers abstraction $\langle \alpha \rangle e$ and instantiation $e[\alpha]$ respectively;
- the standard let-binding for supporting Hindley-Milner polymorphism.

Types include type variables, functional types, and code types $\langle \tau \rangle^\alpha$ annotated with a classifier (exactly as in $\lambda^\alpha$ of [29], thus refining open code types). The last type $\langle \tau \rangle$ is for executable code (it is used for typing run $e$) and basically corresponds to the type $\langle \alpha \rangle \langle \tau \rangle^\alpha$ of $\lambda^\alpha$ (as explained in more detail in Section 4.1).

As in other Hindley-Milner type systems, type schema restrict quantification at the outermost level of types. Since the types of $\lambda^i_{let}$ may contain not only type variables but also classifiers, type schema allow quantification of both.

**Notation.** The remainder of the paper makes use of the following definitions:

- We write $\{x_i : \tau^A_i | i \in m\}$ and $\{x_i : \sigma^A_i | i \in m\}$ to describe type and schema assignments, and in this context $\tau^A$ denotes the pair $(\tau,A)$.
- $\text{FV}(\_)$ denotes the set of variables free in _. In $\lambda^i_{let}$, there are three kinds of variables: term variables $x$, classifiers $\alpha$, and type variables $\beta$. The definition of $\text{FV}(\_)$ for terms, types, and type schema is standard, and it extends in the obvious way to $A$, $\Gamma$, and $\Delta$, e.g. $\text{FV}(\Delta) = \cup \{ \text{FV}(\sigma) \cup \text{FV}(A) | \Delta(x) = \sigma^A \}$.
- We write $\equiv$ for equivalence up to $\alpha$-conversion on terms, types, and type schema. $\_[x : e]$ denotes substitution of $x$ with $e$ in _ modulo $\equiv$, i.e. the bound variables in _ are automatically renamed to avoid clashes with $\text{FV}(e)$. Similarly we write $\_[\alpha : \alpha']$ and $\_[\beta : \tau]$ for classifiers and type variables.
- We write $\rho \in \text{Sub}$ for the set of substitutions, i.e. functions (with domain $A \cup B$) mapping classifiers $\alpha$ to classifiers and type variables $\beta$ to types $\tau$, and having a finite support defined as $\{\alpha | \rho(\alpha) \neq \alpha\} \cup \{\beta | \rho(\beta) \neq \beta\}$. Then $\_[\rho]$ denotes parallel substitution, where each free occurrence in _ of a classifier $\alpha$ and type variable $\beta$ is replaced by its $\rho$-image. With some abuse of notation, we write $e[\rho]$ also when $\rho$ is a partial function with finite domain, by extending it as the identity outside $\text{dom}(\rho)$.

- $\sigma \succ \tau$ means that type $\tau$ is an instance of $\sigma$, i.e. $\forall \pi. \tau \succ \tau' \iff \tau[\rho] = \tau'$ for some $\rho \in \text{Sub}$ with support $\pi$ (the order in $\pi$ is irrelevant).

$\succ$ extends to a relation on type schemas and type schema assignments:
\[
\begin{array}{llll}
\text{var} & \Delta \vdash x : \tau & \Delta(x) = \sigma^A & \Delta\{x : \tau^A\} \vdash e : \tau_2 \\
& \Delta \vdash e : \tau & \lambda x.e : \tau_1 \rightarrow \tau_2 & \Delta \vdash e_1 : \tau_1 \\
\text{brck} & \Delta \vdash \langle e : \langle \tau \rangle^\alpha \rangle & \Delta \vdash (e) : \langle \tau \rangle^\alpha & \Delta \vdash e : \tau \\
& \Delta \vdash e : \tau & \Delta \vdash e_1 : \tau_1 \rightarrow \tau_2 & \Delta \vdash e_2 : \tau_1 \\
\text{esc} & \Delta \vdash e : \langle \tau \rangle^\alpha & \Delta \vdash e : \langle \tau \rangle^\alpha & \Delta \vdash \%e : \tau \\
\text{run} & \Delta \vdash e : \tau & \Delta \vdash \%e : \tau & \Delta \vdash \%e : \tau \\
\text{open} & \Delta \vdash \text{op} e : \langle \tau \rangle^\alpha & \Delta \vdash \text{close} e : \langle \tau \rangle^\alpha & \Delta \vdash \text{close} e : \langle \tau \rangle^\alpha \\
\text{let} & \Delta \vdash e_1 : \tau_1 & \Delta\{x : \langle \forall \kappa.\tau_1 \rangle^A\} \vdash e_2 : \tau_2 & \Delta \vdash x = e_1 \text{ in } e_2 : \tau_2 \\
\end{array}
\]

Fig. 2. Type System for \(\lambda_{let}^i\)

- \(\forall \kappa.\tau \succ \forall \kappa'.\tau'\) \(\overset{\text{def}}{\iff} \forall \kappa.\tau \succ \tau'\), where we assume \(\kappa' \# \text{FV}(\forall \kappa.\tau)\) by \(\alpha\)-conversion.

- \(\Delta_1 \succ \Delta_2\) \(\overset{\text{def}}{\iff} \text{dom}(\Delta_1) = \text{dom}(\Delta_2)\) and, for all \(x\), whenever \(\Delta_1(x) = \sigma_1^A\) and \(\Delta_2(x) = \sigma_2^A\) then it is also the case that \(\sigma_1 \succ \sigma_2\) and \(A_1 = A_2\).

### 2.1 Type System

Figure 2 gives the type system for \(\lambda_{let}^i\). The first three rules are mostly standard. As in ML, a polymorphic variable \(x\) whose type schema is \(\sigma\) can be assigned any type which is an instance of \(\sigma\). In these constructs the named level \(A\) is propagated without alteration to the sub-terms. In the variable rule, the named level associated with the variable being typed-checked is required to be the same as the current level. In the lambda abstraction rule, the named level of the abstraction is recorded in the environment.

The rule for brackets is almost the same as in previous type systems. First, for every code type a classifier must be assigned. Second, while typing the body of the code fragment inside brackets, the named level of the typing judgment is extended by the name of the "current" classifier. This information is used in both the variable and the escape rules to make sure that only variables and code fragments with the same classification are ever incorporated into this code fragment. The escape rule at named level \(A,\alpha\) only allows the incorporation of code fragments of type \(\langle \tau \rangle^\alpha\). The rule for CSP itself is standard: It allows us to incorporate a term \(e\) at a "higher" level. The rule for \(\text{run}\) allows to execute a code fragment that has type \(\langle \tau \rangle\).

The \(\text{close}\) and \(\text{open}\) rules are introduction and elimination for the runnable code type \(\langle \tau \rangle\) respectively. One rule says that \(\text{close}\) is runnable code when \(e\) can be classified with any \(\alpha\), conversely the other rule says that code \(\text{open}\) can be classified by any \(\alpha\) provided \(e\) is runnable code. The rule for \(\text{let}\) is standard and allows the introduction of variables of polymorphic type.

The following proposition summarizes the key properties of the type system relevant for type safety as well as type inference.
A triple $(\Gamma, \tau, A)$ is a typing of $(e, n)$ if and only if $(\Gamma, \tau, A)$ is derivable and $n = |A|$. A Hindley principal typing of $(e, n)$ is a typing $(\Gamma, \tau, A)$ of $(e, n)$ s.t. for every other typing $(\Gamma', \tau', A')$ of $(e, n)$

\begin{itemize}
  \item $\Gamma[\rho] \subseteq \Gamma'$ and $\tau' = \tau[\rho]$ and $A' = A[\rho]$ for some $\rho \in \text{Sub}$.
\end{itemize}
Remark 1. Usually one assigns typings to terms. We have chosen to assign typings to a pair $(e, n)$, because the operational semantics of a term is level-dependent. However, one can easily assign typings to terms (and retain the existence of principal typings). First, we introduce an infinite set of variables $\phi \in \Phi$ ranging over annotated levels. Then, we modify the BNF for annotated levels to become $A ::= \phi \mid A, \alpha$. Unification will also have to deal with equations for annotated levels, e.g. $\phi_1 = \phi_2, \alpha$. A posteriori, one can show that a principal typing will contain exactly one variable $\phi$.

Figure 3 defines the algorithm by giving a set of rules (directed by the structure of $e$) for deriving judgments of the form $\mathcal{K}, (e, n) \Rightarrow \mathcal{K}', (\Gamma, \tau, A)$. $K \subseteq_{fin} A \equiv B$ is an auxiliary parameter (instrumental to the algorithm), which is threaded in recursive calls for recording the classifiers and type variables used so far. The algorithm computes a typing (and updates $\mathcal{K}$) or fails, and it enjoys the following properties (which imply that every $(e, n)$ with a typing has a principal typing).

**Theorem 1 (Soundness).** If $\mathcal{K}, (e, n) \Rightarrow \mathcal{K}', (\Gamma', \tau', A')$, then $\Gamma' \vdash e : \tau'$ and $n = |A'|$, moreover $\text{dom}(\Gamma') = \text{FV}(e)$, $\mathcal{K} \subseteq \mathcal{K}'$ and $\text{FV}(\Gamma', \tau', A') \subseteq \mathcal{K}' \setminus \mathcal{K}$.

**Theorem 2 (Completeness).** If $\Gamma' \vdash e : \tau'$, then $\mathcal{K}, (e, n) \Rightarrow \mathcal{K}', (\Gamma, \tau, A)$ is derivable (for any choice of $\mathcal{K}$) and exists $\rho' \in \text{Sub}$ s.t. $\Gamma[\rho'] \subseteq \Gamma'$, $\tau' = \tau[\rho']$ and $A' = A[\rho']$.

Moreover, from general properties of the most general unifier and the similarity of our principal typing algorithm with that for the $\lambda$-calculus, one can also show

**Theorem 3 (Conservative Extension).** If $e ::= x \mid \lambda x. e \mid e \ e$ is a $\lambda$-term, then $(\Gamma, \tau)$ is a principal typing of $e$ in $\lambda$ $\iff$ $(\Gamma, \tau, \emptyset)$ is a principal typing of $(e, 0)$ in $\lambda^1$, where we identify $x : \tau$ with $x : \tau^0$.

### 3.2 Principal Type Inference

In this section, we extend Damas and Milner’s [5] principal type algorithm to $\lambda^1_{let}$ and prove that it is sound and complete. Also in this case we have to adapt to our setting the definition of Damas-Milner principal type in [31].

**Definition 2 (Principal Type).** A Damas-Milner principal type of $(\Delta, A, e)$ is a type $\tau$ s.t. $\Delta \vdash e : \tau$ and for every $\Delta \vdash e : \tau'$

- $\tau' = \tau[\rho]$ for some $\rho \in \text{Sub}$ with support $\text{FV}(\tau) - \text{FV}(\Delta, A)$

We define a principal type algorithm $W(\Delta, A, e, \mathcal{K})$, where $\mathcal{K} \subseteq_{fin} A \equiv B$ is an auxiliary parameter that is threaded in recursive calls for recording the classifiers and type variables used so far. The algorithm either computes a type and a substitution for $\Delta$ and $A$ (and updates $\mathcal{K}$) or fails. Figure 4 derives judgments of the form $\mathcal{K}, (\Delta, e, A) \Rightarrow \mathcal{K}', (\rho, \tau)$. When the judgment is derivable, it means that $W(\Delta, A, e, \mathcal{K}) = (\rho, \tau, \mathcal{K}')$. The rules use the following notation:
The algorithm enjoys the following soundness and completeness properties.

**Theorem 4 (Soundness).** If $W(\Delta, A, e, K) = (\rho, \tau, K')$ and $\text{FV}(\Delta, A) \subseteq K$ then $\Delta[\rho] \vdash e : \tau$, moreover $K \subseteq K'$ and $\text{FV}(\Delta[\rho], A[\rho]) \subseteq K'$.

**Theorem 5 (Completeness).** If $\Delta[\rho'] \vdash e : \tau'$ and $\text{FV}(\Delta, A) \subseteq K$ and $K \subseteq \text{fin } A \cup \text{B}$ then $W(\Delta, A, e, K) = (\rho, \tau, K')$ is defined and exists $\rho'' \in \text{Sub} \ s.t. \ \tau' = \tau[\rho'']$ and $\Delta[\rho'] \equiv \Delta[\rho'' \rho]$ and $A[\rho'] = A[\rho'']$.

Remark 2. In practice, one is interested in typing a complete program $e$, i.e. in computing $W(\emptyset, \emptyset, e, \emptyset)$. If the algorithm returns $(\rho, \tau, K')$, then $\tau$ is the principal type and $\rho$ and $K'$ can be ignored. Even when the program uses a library, one can ignore the substitution $\rho$, since $\text{FV}(\Delta) = \emptyset$.

### Principal Typing Algorithm

$\begin{align*}
\beta \text{ and } A = (\alpha_i : i \in n) \text{ distinct and } \notin K \\
\mathcal{K}, (x, n) \Rightarrow \mathcal{K} \uplus \{\beta, A\}, (x : \beta, A) \\
\mathcal{K}, (e, n) \Rightarrow \mathcal{K}', (\Gamma, \tau, A) \\
\alpha \notin \mathcal{K}' \\
\mathcal{K}, (\lambda x.e, n) \Rightarrow \mathcal{K}' \uplus \{\beta\}, (\Gamma, \tau \rightarrow \alpha, A) \\
\mathcal{K}, (\text{let } i \leftarrow e, n+) \Rightarrow \mathcal{K}' \uplus \{\alpha\}, (\Gamma, \tau, (A, \alpha)) \\
\mathcal{K}, (e, n+\beta) \Rightarrow \mathcal{K}' \uplus \{\alpha\}, (\Gamma, \tau, (A, \alpha)) \\
\rho = \text{mgu}(\tau, (\beta, A)) \text{ and } \beta \notin \mathcal{K}' \\
\mathcal{K}, (\text{run } e, n) \Rightarrow \mathcal{K}' \uplus \{\beta\}, (\Gamma, \tau, \alpha) \\
\rho = \text{mgu}(\tau, (\beta, A)) \text{ and } \beta \notin \mathcal{K}' \\
\mathcal{K}, (\text{close } e, n) \Rightarrow \mathcal{K}'' \uplus \{\beta, \alpha\}, (\Gamma, \beta, A)[\rho] \\
\end{align*}$

### 4 Relation to Other Calculi

This section studies the expressivity of the type system for $\lambda^t$, the simply-typed subset of $\lambda^t_{let}$ (i.e. no let-binding and no quantification in type schema). The typing judgment for $\lambda^t$ takes the form $\Gamma \vdash \ A \ e : \tau$, since type schema collapse into types, and the typing rules are restricted accordingly. In summary, we have the following results:
– \(\lambda^i\) is a proper subset of \(\lambda^\alpha\), but the additional expressivity of \(\lambda^\alpha\) comes at a price: the type system has no principal types.
– \(\lambda^i\) retains significant expressivity, namely, the embeddings given in [29] for two paradigmatic calculi \(\lambda^\Box\) and \(\lambda^{S4}\) (a variant of \(\lambda^\Box\)) factor through \(\lambda^i\).
– \(\lambda^i\) can be simplified further, by replacing \(\text{run}\) \(e\) with a construct \(\text{runClosed}\) \(e\) similar to Haskell’s \(\text{runST}\), and then removing \(\langle\tau\rangle\), \(\text{close}\) \(e\) and \(\text{open}\) \(e\), but doing so implies that the embedding of \(\lambda^{S4}\) no longer holds.

\[
\Delta(x) \equiv (\forall \pi, \tau)A_1 \quad \rho = \text{mgu}(A, A_1) \quad \pi \# K \quad K \cup \{\beta\}, (\Delta(x : \beta^A), e, A) \Rightarrow K', (\rho, \tau) \\
K, (\Delta, x, A) \Rightarrow K \cup \{\pi\}, (\rho, \tau) \quad \beta \notin K \\
K, (\Delta, \pi, A) \Rightarrow K', (\rho_1, \tau_1) \\
K', (\Delta[p_1], e_2, A[p_1]) \Rightarrow K'', (\rho_2, \tau_2) \\
\rho = \text{mgu}(\tau[p_2], \tau_2 \rightarrow \beta) \quad \beta \notin K'' \\
K, (\Delta, e_1 e_2, A) \Rightarrow K'' \cup \{\beta\}, (ppp_2 \rho_1, \beta[\rho]) \\
K \cup \{\alpha\}, (\Delta, e, (A, \alpha)) \Rightarrow K', (\rho, \tau) \quad \alpha \notin K \\
K, (\Delta, e, A) \Rightarrow K', (\rho, \tau) \\
\rho' = \text{mgu}(\tau, (\beta)^\alpha) \quad \beta \notin K' \\
K, (\Delta, e, (A, \alpha)) \Rightarrow K', (\rho, \tau) \\
K, (\Delta, e, A) \Rightarrow K', (\rho, \tau) \\
K, (\Delta, e, A) \Rightarrow K', (\rho, \tau) \\
K, (\Delta, e, A) \Rightarrow K', (\rho, \tau) \\
K, (\Delta, \text{runClosed} e, A) \Rightarrow K', (\rho, \tau) \\
\rho' = \text{mgu}(\tau, (\beta)^\alpha) \quad \alpha, \beta \notin K' \\
K, (\Delta, e, A) \Rightarrow K', (\rho, \tau) \\
\rho' = \text{mgu}(\tau, (\beta)^\alpha) \quad \alpha, \beta \notin K' \\
K, (\Delta, e_1, A) \Rightarrow K', (\rho_1, \tau_1) \\
K', (\Delta[p_1], \{x : \text{close}(\tau_1, \Delta[p_1], A[p_1])A[\rho]_1\}, e_2, A[p_1]) \Rightarrow K'', (\rho_2, \tau_2) \\
K, (\Delta, \text{let } x = e_1 \text{ in } e_2, A) \Rightarrow K'', (\rho_2 \rho_1, \tau_2)
\]

\[\text{Fig. 4. Principal Type Algorithm}\]

4.1 Relation to \(\lambda^\alpha\)

The key feature of \(\lambda^\alpha\) is the inclusion of a special quantifier \((\alpha)\tau\) in the language of types, representing universal quantification over classifiers. Figure 5 recalls the BNF for terms and types, and the most relevant typing rules [29]. In \(\lambda^i\) the main difference is that the quantifier \((\alpha)\tau\) of \(\lambda^\alpha\) is replaced by the runnable code type \(\tau\). In fact, \(\tau\) corresponds to a restricted form of quantification, namely \((\alpha)\tau^\alpha\) with \(\alpha \notin \text{FV}(\tau)\). It is non-trivial to define formally a typability-preserving embedding of \(\lambda^i\) into \(\lambda^\alpha\), since we need to recover classifier names in terms. Therefore, we justify the correspondence at the level of terms only informally:

– The terms \(\text{close}\) \(e\) and \(\text{open}\) \(e\) of \(\lambda^i\) correspond to \((\alpha)e\) and \(e[\alpha]\) of \(\lambda^\alpha\). Since \(\lambda^i\) has no classifier names in terms, these constructs record that a classi-
Terms \( e \in E ::= x \mid \lambda x.e \mid e \ e \mid (e)^\alpha \mid \%e \mid \text{run } e \mid (\alpha)e \mid e[\alpha]\)

Types \( \tau \in T ::= \beta \mid \tau_1 \rightarrow \tau_2 \mid (\tau)^\alpha \mid (\alpha)\tau \)
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Fig. 5. Type System for \( \lambda^\alpha \) (adapted from [29])

fier abstraction and instantiation has occurred without naming the classifier involved. (Similarly, the term \( \langle e \rangle \) in \( \lambda^i \) corresponds to \( \langle e \rangle^\alpha \) in \( \lambda^\alpha \).

– The term \( \%e \) has exactly the same syntax and meaning in the two calculi.

– The term \( \text{run } e \) of \( \lambda^i \) corresponds to \( \text{run } e[\alpha'] \) of \( \lambda^\alpha \), where \( \alpha' \) can be chosen arbitrarily without changing the result type. In fact, the type of \( \text{run } e \) in \( \lambda^\alpha \) is \( ((\alpha)(\tau)^\alpha) \rightarrow (\alpha)\tau \), while in \( \lambda^i \) it is \( \tau \rightarrow \tau \), which corresponds to \( ((\alpha)(\tau)^\alpha) \rightarrow \tau \) with \( \alpha \notin \text{FV}(\tau) \).

We conclude the comparison between \( \lambda^i \) and \( \lambda^\alpha \) by showing that type inference in \( \lambda^\alpha \) is problematic.

**Lack of principal types in \( \lambda^\alpha \).** Consider the closed term \( e \equiv (\lambda x.\text{run } x) \). We can assign to \( e \) exactly the types of the form \( ((\alpha)(\tau)^\alpha) \rightarrow (\alpha)\tau \) with an arbitrary type \( \tau \), including ones with \( \alpha \in \text{FV}(\tau) \). However, \( e \) does not have a principal type, i.e. one from which one can recover all other types (modulo \( \alpha \)-conversion of bound classifiers) by applying a substitution \( \rho \in \text{Sub} \) for classifiers and type variables. In fact, the obvious candidate for the principal type, i.e. \( ((\alpha)(\beta)^\alpha) \rightarrow (\alpha)\beta \), allows us to recover only the types of the form \( ((\alpha)(\tau)^\alpha) \rightarrow (\alpha)\tau \) with \( \alpha \notin \text{FV}(\tau) \), since substitution should be capture avoiding.

**Lack of principal types in previous polymorphic extensions of \( \lambda^\alpha \).** A more expressive type system for \( \lambda^\alpha \) was previously proposed [29], where type variables \( \beta \) are replaced by variables \( \beta^n \) ranging over types parameterized w.r.t. \( n \) classifiers. Thus, the BNF for types becomes:

\[
\tau \in T ::= \beta^n[A] \mid \tau_1 \rightarrow \tau_2 \mid (\tau)^n \mid (\alpha)\tau \quad \text{with } |A| = n
\]

In this way, there is a better candidate for the principal type of \( e \), namely \( ((\alpha)(\beta^1[\alpha]^\alpha) \rightarrow (\alpha)\beta^1[\alpha] \).

In this extension, standard unification techniques are no longer applicable, and some form of higher-order unification is needed. However, even in this system, there are typable terms that do not have a principal type. For instance, the term \( e = (x(x_1[\alpha]), f(x_2[\alpha])) \) (for simplicity, we assume that we have pairing and product types) has no principal typing, in fact
4.2 Embedding of $\lambda$

Figure 6 recalls [7], but makes explicit use of levels in typing judgments. The operational semantics of $\lambda$ is given indirectly [8, Section 4.3] via the translation into $\lambda$.

The translation preserves the typing i.e.

The translation preserves also the big-step operational semantics.

$\lambda$ must be a function, say of type $\tau \to \tau'$.

- $x$ must be of type $\tau$, among them the most general is $(\alpha, \beta, \gamma)$.

$\beta$ must be the same, but there is no most general unifier for

$\alpha$, $\beta$, and $\gamma$.

4.3 Embedding of $\forall$

The embedding of $\forall$ into $\lambda$ is direct. We pick one arbitrary classifier $a$ and define the embedding as follows:

The embedding of this calculus into $\lambda$ as follows: the embedding maps types $\square$ to types:

The embedding on terms is parameterized by a level $m$:

The embedding on $\forall$ is given by:

Figure 6. Type system for $\forall$ [8, Section 4.3].

<table>
<thead>
<tr>
<th>Terms</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>$\tau$</td>
</tr>
</tbody>
</table>

Fig. 6. Type system for $\forall$ [8, Section 4.3].

<table>
<thead>
<tr>
<th>Stack</th>
<th>Assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$\tau_1$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>$\tau_2$</td>
</tr>
</tbody>
</table>

$\Gamma, \psi : \lambda \rightarrow \tau$
The translation of \texttt{unbox}_m depends on the subscript \( m \). \texttt{unbox}_0 corresponds to running code. When \( m > 0 \) the term \texttt{unbox}_m corresponds to \( \sim \), but if \( m > 1 \) it also digs into the environment stack to get code from previous stages, and thus the need for the sequence of \( \% \). To define the translation of typing judgments, we must fix a sequence of distinct classifiers \( \alpha_1, \alpha_2, \ldots, \) and we write \( A_i \) for the prefix of the first \( i \) classifiers, i.e. \( A_i = \alpha_1, \ldots, \alpha_i \):

\[
[[\Gamma_0; \ldots; \Gamma_n \vdash e : \tau]] \equiv [[\Gamma_0]]^{A_0}, \ldots, [[\Gamma_n]]^{A_n} \vdash [e]_n : [\tau]
\]

where \( [x_1 : \tau_1, \ldots, x_n : \tau_n]^A \equiv x_1 : [\tau_1]^A, \ldots, x_n : [\tau_n]^A \). The translation preserves the typing, i.e.

\textbf{Theorem 7.} If \( \Gamma_0; \ldots; \Gamma_n \vdash e : \tau \) is derivable in \( \lambda^{S4} \), then \( [[\Gamma_0; \ldots; \Gamma_n \vdash e : \tau]] \) is derivable in \( \lambda^i \).

### 4.4 Relation to Haskell’s runST

The typing rules for \texttt{close} and \texttt{run} can be combined into one rule analogous to that for the Haskell’s \texttt{runST} [17,18], namely,

\[
\begin{array}{c}
\text{runClosed} \\
\Delta \vdash e : \langle \tau \rangle^\alpha \\
\Delta \vdash \text{runClosed} e : \tau
\end{array}
\]

With this rule in place, there is no need to retain the type \( \langle \tau \rangle \) and the terms \texttt{close} \( e \) and \texttt{open} \( e \), thus resulting in a proper fragment of \( \lambda^i \). There is a loss in expressivity, because the embedding of \( \lambda^{S4} \) does not factor through this fragment. In fact, the term \( \lambda x. \text{runClosed} x \) is not typable, while \( \lambda x. \text{run} x \) is typable in \( \lambda^i_{let} \) (but \( \lambda x. \text{close} x \) is still not typable). This variant was implemented in the MetaOCaml system (giving \( .! \) the typing of \texttt{runClosed}), and it was found that it required no change to the existing code base of multi-stage programs.
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Abstract. We introduce an approach to designing filtering algorithms by derivation from finite automata operating on constraint signatures. We illustrate this approach in two case studies of constraints on vectors of variables. This has enabled us to derive an incremental filtering algorithm that runs in \(O(n)\) plus amortized \(O(1)\) time per propagation event for the lexicographic ordering constraint over two vectors of size \(n\), and an \(O(nmd)\) time filtering algorithm for a chain of \(m - 1\) such constraints, where \(d\) is the cost of certain domain operations. Both algorithms maintain hyperarc consistency. Our approach can be seen as a first step towards a methodology for semi-automatic development of filtering algorithms.

1 Introduction

The design of filtering algorithms for global constraints is one of the most creative endeavors in the construction of a finite domain constraint programming system. It is very much a craft and requires a good command of e.g. matching theory [1], flow theory [2], scheduling theory [3], or combinatorics [4], in order to successfully bring to bear results from these areas on specific constraints. As a first step towards a methodology for semi-automatic development of filtering algorithms, we introduce an approach to designing filtering algorithms by derivation from finite automata operating on constraint signatures, an approach that to our knowledge has not been used before. We illustrate this approach in two case studies of constraints on vectors of variables, for which we have developed one filtering algorithm for \(\vec{x} \leq_{\text{lex}} \vec{y}\), the lexicographic ordering constraint over two vectors \(\vec{x}\) and \(\vec{y}\), and one filtering algorithm for \(\text{lex\_chain}\), a chain of \(\leq_{\text{lex}}\) constraints.

The rest of the article is organized as follows: We first define some necessary notions and notation. We proceed with the two case studies: Sect. 3 treats \(\leq_{\text{lex}}\), and Sect. 4 applies the approach to \(\text{lex\_chain}\), or more specifically to the constraint \(\vec{a} \leq_{\text{lex}} \vec{x} \leq_{\text{lex}} \vec{b}\), where \(\vec{a}\) and \(\vec{b}\) are vectors of integers. This latter constraint is the central building-block of

\(^*\) This research was carried out while N. Beldiceanu was at SICS.
lex_chain. Filtering algorithms for these constraints are derived. After quoting related work, we conclude with a discussion.

For reasons of space, lemmas and propositions are given with proofs omitted. Full proofs and pseudocode algorithms can be found in [5] and [6]. The algorithms have been implemented and are part of the CLP(FD) library of SICStus Prolog [7].

2 Preliminaries

We shall use the following notation: \([i, j]\) stands for the interval \(\{v \mid i \leq v \leq j\}\); \([i, j)\) is a shorthand for \([i, j - 1]\); \((i, j)\) is a shorthand for \([i + 1, j - 1]\); the subvector of \(\vec{x}\) with start index \(i\) and last index \(j\) is denoted by \(\vec{x}_{i,j}\).

A constraint store \((X, D)\) is a set of variables, and for each variable \(x \in X\) a domain \(D(x)\), which is a finite set of integers. In the context of a current constraint store: \(x\) denotes \(\min(D(x))\); \(\pi\) denotes \(\max(D(x))\); \(\text{next-value}(x,a)\) denotes \(\min\{i \in D(x) \mid i > a\}\), if it exists, and \(+\infty\) otherwise; and \(\text{prev-value}(x,a)\) denotes \(\max\{i \in D(x) \mid i < a\}\), if it exists, and \(-\infty\) otherwise. The former two operations run in constant time whereas the latter two have cost \(d^1\). If for \(\Gamma = (X, D)\) and \(\Gamma' = (X, D')\), \(\forall x \in X : D'(x) \subseteq D(x)\), we say that \(\Gamma' \sqsubseteq \Gamma\), \(\Gamma'\) is tighter than \(\Gamma\).

The constraint store is pruned by applying the following operations to a variable \(x\): \(\text{fix-interval}(x,a,b)\) removes from \(D(x)\) any value that is not in \([a,b]\), and \(\text{prune-interval}(x,a,b)\) removes from \(D(x)\) any value that is in \([a,b]\). Each operation has cost \(d\) and succeeds iff \(D(x)\) remains non-empty afterwards.

For a constraint \(C\), a variable \(x\) mentioned by \(C\), and a value \(v\), the assignment \(x = v\) has support iff \(v \in D(x)\) and \(C\) has a solution such that \(x = v\). A constraint \(C\) is hyperarc consistent iff, for each such variable \(x\) and value \(v \in D(x), x = v\) has support. A filtering algorithm maintains hyperarc consistency of \(C\) iff it removes any value \(v \in D(x)\) such that \(x = v\) does not have support. By convention, a filtering algorithm returns one of: \(\text{fail}\), if it discovers that there are no solutions; \(\text{succeed}\), if it discovers that \(C\) will hold no matter what values are taken by any variables that are still nonground; and \(\text{delay}\) otherwise.

A constraint satisfaction problem (CSP) consists of a set of variables and a set of constraints connecting these variables. The solution to a CSP is an assignment of values to the variables that satisfies all constraints. In solving a CSP, the constraint solver repeatedly calls the filtering algorithms associated with the constraints. The removal by a filtering algorithm of a value from a domain is called a propagation event, and usually leads to the resumption of some other filtering algorithms. The constraint kernel ensures that all propagation events are eventually served by the relevant filtering algorithms.

A string \(S\) over some alphabet \(A\) is a finite sequence \(<S_0, S_1, \ldots>\) of letters chosen from \(A\). A regular expression \(E\) denotes a regular language \(L(E)\), i.e. a subset of all the possible strings over \(A\), recursively defined as usual: a single letter \(a\) denotes the language with the single string \(<a>\); \(EE'\) denotes \(L(E)L(E')\) (concatenation); \(E | E'\) denotes \(L(E) \cup L(E')\) (union); and \(E^*\) denotes \(L(E)^*\) (closure). Parentheses are used for grouping.

\(^1\) E.g. if a domain is represented by a bit array, \(d\) is linear in the size of the domain.
Let \( \mathcal{A} \) be an alphabet, \( C \) a constraint over vectors of length \( n \), and \( \Gamma \) a constraint store. We will associate to \( C \) a string \( \sigma(C, \Gamma, \mathcal{A}) \) over \( \mathcal{A} \) of length \( n + 1 \) called the signature of \( C \).

### 3 Case Study: \( \preceq_{\text{lex}} \)

Given two vectors, \( \vec{x} \) and \( \vec{y} \) of \( n \) variables, \( \langle x_0, \ldots, x_{n-1} \rangle \) and \( \langle y_0, \ldots, y_{n-1} \rangle \), let \( \vec{x} \preceq_{\text{lex}} \vec{y} \) denote the lexicographic ordering constraint on \( \vec{x} \) and \( \vec{y} \). The constraint holds iff \( n = 0 \) or \( x_0 < y_0 \) or \( x_0 = y_0 \) and \( \langle x_1, \ldots, x_{n-1} \rangle \preceq_{\text{lex}} \langle y_1, \ldots, y_{n-1} \rangle \). Similarly, the constraint \( \vec{x} <_{\text{lex}} \vec{y} \) holds iff \( x_0 < y_0 \) or \( x_0 = y_0 \) and \( \langle x_1, \ldots, x_{n-1} \rangle <_{\text{lex}} \langle y_1, \ldots, y_{n-1} \rangle \).

We now present an alphabet and a finite automaton for this constraint, and an incremental filtering algorithm.

#### 3.1 Signatures

Let \( \mathcal{A} \) be the alphabet \( \{<, =, >, \leq, \geq, ?, \$\} \). It is worth noting that each symbol except \( \$ \) corresponds to a subset of the fundamental arithmetic relations. The signature \( \mathcal{S} = \sigma(C, \Gamma, \mathcal{A}) \) of a constraint \( C \equiv \vec{x} \preceq_{\text{lex}} \vec{y} \) wrt. a constraint store \( \Gamma \) is defined by \( \mathcal{S}_n = \$ \), to mark the end of the string, and for \( 0 \leq i < n \):

\[
\mathcal{S}_i = \begin{cases} 
< & \text{if } \Gamma \models x_i < y_i \\
= & \text{if } \Gamma \models x_i = y_i \\
> & \text{if } \Gamma \models x_i > y_i \\
\leq & \text{if } \Gamma \models x_i \leq y_i \land \neg x_i < y_i \land \neg x_i = y_i \\
\geq & \text{if } \Gamma \models x_i \geq y_i \land \neg x_i > y_i \land \neg x_i = y_i \\
? & \text{if } \Gamma \text{ does not entail any relation on } x_i, y_i
\end{cases}
\]

From a complexity point of view, it is important to note that the tests \( \Gamma \models x_i \circ y_i \) where \( \circ \in \{<, \leq, =, \geq, >\} \) can be implemented by domain bound inspection, and are all \( O(1) \) in any reasonable domain representation; see left part of Fig. 1.

![Fig. 1. Computing the signature letter at position i](image-url)
The letters of $\mathcal{A}$ (except $\$\$) form the partially ordered set $(\mathcal{A}, \preceq)$ of Fig. 1. For all $\leq_{\text{lex}}$ constraints $C$ and all $i$ ($0 \leq i < n$), we have that:

$$\Gamma' \sqsubseteq \Gamma \Rightarrow \sigma(C, \Gamma', \mathcal{A})_i \preceq \sigma(C, \Gamma, \mathcal{A})_i$$

The right part of Fig. 1 also illustrates how a signature letter becomes more ground (smaller wrt. $\preceq$) as the constraint store gets tighter.

### 3.2 Finite Automaton

Fig. 2 shows a deterministic finite automaton LFA for signature strings, from which we shall derive the filtering algorithm, and the automaton at work on a small example. State 1 is the initial state. There are seven terminal states, F, T1–T3 and D1–D3, each corresponding to a separate case. Case F is the failure case; cases T1–T3 are cases where the algorithm detects that either $C$ must hold or $C$ can be replaced by a $<$ or a $\leq$ constraint; cases D1–D3 are cases where ground instances of $C$ can be either true or false, and so the algorithm must suspend.

**Fig. 2.** Case analysis of $\leq_{\text{lex}}$ as finite automaton LFA and an example, where the automaton stops in state T3, detecting entailment.
3.3 Case Analysis

We now discuss seven regular expressions covering all possible cases of signatures of $C$. Where relevant, we also derive pruning rules for maintaining hyperarc consistency. Each regular expression corresponds to one of the terminal states of LFA. Note that, without loss of generality, each regular expression has a common prefix $P = (\equiv | \geq)^*$. For $C$ to hold, clearly for each position $i \in P$ where $S_i = \geq$, we must enforce $x_i = y_i$. We assume that the filtering algorithm does so in each case. In the regular expressions, $q$ denotes the position of the transition out of state 1, $r$ denotes the position of the transition out of state 2, and $s$ denotes the position of the transition out of state 3 or 4. We now discuss the cases one by one.

Case F.

$$((\equiv | \geq)^* \geq A)^*$$

Clearly, if the signature of $C$ is accepted by F, the signature of any ground instance will contain a $\geq$ before the first $\equiv$, if any, so $C$ has no solution.

Case T1.

$$((\equiv | \geq)^* (\leq | ?) \langle | $ A)^*$$

For $C$ to hold, we must enforce $x_q < y_q$, in order for there to be at least one $\equiv$ preceding the first $\geq$ in any ground instance.

Case T2.

$$((\equiv | \geq)^* (\leq | ?) (\equiv | \geq)^* \geq A)^*$$

Case T3.

$$((\equiv | \geq)^* (\leq | ?) (\equiv | \leq)^* (\equiv | <$ A)^*$$

Case D1.

Consider the possible ground instances. Suppose that $x_q > y_q$. Then $C$ is false. Suppose instead that $x_q < y_q$. Then $C$ holds no matter what values are taken at $r$. Suppose instead that $x_q = y_q$. Then $C$ is false iff $x_r > y_r$. Thus, the only relation at $q$ and $r$ that doesn’t have support is $x_q > y_q$, so we enforce $x_q \leq y_q$. 

$$((\equiv | \geq)^* (\leq | ?) \equiv^* ? A)^*$$
Case D2.

\[
\begin{pmatrix}
\leq & \geq \\
p & q
\end{pmatrix}^* \begin{pmatrix}
\leq & ? \\
r & s
\end{pmatrix} =^* \begin{pmatrix}
\leq & \geq \\
p & r
\end{pmatrix} \begin{pmatrix}
\leq & \leq \\
r & s
\end{pmatrix} A^* \quad (D2)
\]

Consider the possible ground instances. Suppose that \(x_q > y_q\). Then \(C\) is false. Suppose instead that \(x_q < y_q\). Then \(C\) holds no matter what values are taken in \([r,s]\). Suppose instead that \(x_q = y_q\). Then \(C\) is false iff \(x_r > y_r \lor \cdots \lor x_{s-1} > y_{s-1} \lor (s < n \land x_s > y_s)\). Thus, the only relation in \([q,s]\) that doesn’t have support is \(x_q > y_q\), so we enforce \(x_q \leq y_q\).

Case D3.

\[
\begin{pmatrix}
\leq & \geq \\
p & q
\end{pmatrix}^* \begin{pmatrix}
\leq & ? \\
r & s
\end{pmatrix} =^* \begin{pmatrix}
\leq & \geq \\
p & r
\end{pmatrix} \begin{pmatrix}
\leq & \leq \\
r & s
\end{pmatrix} A^* \quad (D3)
\]

Consider the possible ground instances. Suppose that \(x_q > y_q\). Then \(C\) is false. Suppose instead that \(x_q < y_q\). Then \(C\) holds no matter what values are taken in \([r,s]\). Suppose instead that \(x_q = y_q\). Then \(C\) is false iff \(x_r = y_r \land \cdots \land x_{s-1} = y_{s-1} \land x_s > y_s\). Thus, the only relation in \([q,s]\) that doesn’t have support is \(x_q > y_q\), so we enforce \(x_q \leq y_q\).

### 3.4 Non-incremental Filtering Algorithm

By augmenting LFA with the pruning actions mentioned in Sect. 3.3, we arrive at a filtering algorithm for \(\leq_{\text{lex}}\), \(\text{FiltLex}\). When a constraint is posted, the algorithm will succeed, fail or delay, depending on where LFA stops. In the delay case, the algorithm will restart from scratch whenever a propagation event (a bounds adjustment) arrives, until it eventually succeeds or fails. We summarize the properties of \(\text{FiltLex}\) in the following proposition.

**Proposition 1.**

1. \(\text{FiltLex}\) covers all cases of \(\leq_{\text{lex}}\).
2. \(\text{FiltLex}\) doesn’t remove any solutions.
3. \(\text{FiltLex}\) doesn’t admit any non-solutions.
4. \(\text{FiltLex}\) never suspends when it could in fact decide, from inspecting domain bounds, that the constraint is necessarily true or false.
5. \(\text{FiltLex}\) maintains hyperarc consistency.
6. \(\text{FiltLex}\) runs in \(O(n)\) time.

### 3.5 Incremental Filtering Algorithm

In a tree search setting, it is reasonable to assume that each variable is fixed one by one after posting the constraint. In this scenario, the total running time of \(\text{FiltLex}\) for reaching a leaf of the search tree would be \(O(n^2)\). We can do better than that. In this section, we shall develop incremental handling of propagation events so that the total running time is \(O(n + m)\) for handling \(m\) propagation events after posting the constraint.
Assume that a $C \equiv \vec{x} \leq_{\text{lex}} \vec{y}$ constraint has been posted, FilterLex has run initially, has reached one of its suspension cases, possibly after some pruning, and has suspended, recording: the state $u \in \{2, 3, 4\}$ that preceded the suspension, and the positions $q, r, s$. Later on, a propagation event arrives on a variable $x_i$ or $y_i$, i.e. one or more of $x_i, \overline{x_i}, y_i$ and $\overline{y_i}$ have changed.

We assume that updates of the constraint store and of the variables $u, q, r, s$ are trailed [8], so that their old values can be restored on backtracking. Thus whenever the algorithm resumes, the constraint store will be tighter than last time (modulo backtracking). We shall now discuss the various cases for handling the event.

**Naive Event Handling.** Our first idea is to simply restart the automaton at position $i$, in state $u$. The reasoning is that either everything up to position $i$ is unchanged, or there is a pending propagation event at position $j < i$, which will be dealt with later:

- $i \in P$ is impossible, for after enforcing $x_i = y_i$ for all $i \in P$, all those variables are ground. This follows from the fact that:
  \[
  \begin{align*}
  x_i &= \overline{x_i} = y_i = \overline{y_i}, & \text{if } \Gamma \models x_i = y_i \\
  x_i &= \overline{y_i}, & \text{if } \overline{\Gamma} \models x_i \geq y_i
  \end{align*}
  \tag{1}
  \]
  for any constraint store $\Gamma$.
- If $i = q$, we resume in state 1 at position $i$.
- If $i = r$, we resume in state 2 at position $i$.
- If $u > 2 \land i = s$, we resume in state $u$ at position $i$.
- If $u > 2 \land r < i < s$:
  - If the signature letter at position $i$ is unchanged or is changed to $\equiv$, we do nothing.
  - Otherwise, we resume in state $u$ at position $i$, immediately reaching a terminal state.
- Otherwise, we just suspend, as LFA would perform the same transitions as last time.

**Better Event Handling.** The problem with the above event handling scheme is that if $i = q$, we may have to re-examine any number of signature letters in states 2, 3 and 4 before reaching a terminal state. Similarly, if $i = r$, we may have to re-examine any number of positions in states 3 and 4. Thus, the worst-case total running time remains $O(n^2)$. We can remedy this problem with a simple device: when the finite automaton resumes, it simply ignores the following positions:

- In state 2, any letter before position $r$ is ignored. This is safe, for the ignored letters will all be $\equiv$.
- In states 3 and 4, any letter before position $s$ is ignored. Suppose that there is a pending propagation event with position $j$, $r < j < s$ and that $S_j$ has changed to $\prec$ (in state 3) or $\succ$ (in state 4), which should take the automaton to a terminal state. The pending event will lead to just that, when it is processed.
Incremental Filtering Algorithm. Let $\text{FiltLexI}$ be the $\text{FiltLex}$ algorithm augmented with the event handling described above. As before, we assume that each time the algorithm resumes, the constraint store will be tighter than last time. We summarize the properties of $\text{FiltLexI}$ in Proposition 2.

**Proposition 2.**

1. $\text{FiltLex}$ and $\text{FiltLexI}$ are equivalent.
2. The total running time of $\text{FiltLexI}$ for posting a $\leq_{\text{lex}}$ constraint followed by $m$ propagation events is $O(n + m)$.

4 Case Study: $\text{lex\_chain}$

In this section, we consider a chain of $\leq_{\text{lex}}$ constraints, $\text{lex\_chain}(\vec{x}_0, \ldots, \vec{x}_{m-1}) \equiv \vec{x}_0 \leq_{\text{lex}} \cdots \leq_{\text{lex}} \vec{x}_{m-1}$. As mentioned in [9], chains of lexicographic ordering constraints are commonly used for breaking symmetries arising in problems modelled with matrices of decision variables. The authors conclude that finding an hyperarc consistency algorithm for $\text{lex\_chain}$ “may be quite challenging”. This section addresses this open question. Our contribution is a filtering algorithm for $\text{lex\_chain}$, which maintains hyperarc consistency and runs in $O(nmd)$ time per invocation, where $d$ is the cost of certain domain operations (see Sect. 1).

The key idea of the filtering algorithm is to compute feasible lower and upper bounds for each vector $\vec{x}_i$, and to prune the domains of the individual variables wrt. these bounds. Thus at the heart of the algorithm is the ancillary constraint $\text{between}(\vec{a}, \vec{x}, \vec{b})$, which is a special case of a conjunction of two $\leq_{\text{lex}}$ constraints. The point is that we have to consider globally both the lower and upper bound, lest we miss some pruning, as illustrated by Fig. 3.

We devote most of this section to the $\text{between}$ constraint, applying the finite automaton approach to it. We then give some additional building blocks required for a filtering algorithm for $\text{lex\_chain}$, and show how to combine it all.

![Fig. 3. The between constraint. $\langle 1, 3 \rangle \leq_{\text{lex}} \langle x, y \rangle \leq_{\text{lex}} \langle 2, 1 \rangle$ has no solution for $y = 2$, but the conjunction of the two $\leq_{\text{lex}}$ constraints doesn’t discover that.](image-url)
4.1 Definition and Declarative Semantics of between

Given two vectors, \( \vec{a} \) and \( \vec{b} \) of \( n \) integers, and a vector \( \vec{x} \) of \( n \) variables, let \( C \equiv \text{between}(\vec{a}, \vec{x}, \vec{b}) \) denote the constraint \( \vec{a} \leq_{\text{lex}} \vec{x} \leq_{\text{lex}} \vec{b} \).

For technical reasons, we will need to work with tight, i.e. lexicographically largest and smallest, as well as feasible wrt. \( \vec{x} \), versions \( \vec{a}' \) and \( \vec{b}' \) of \( \vec{a} \) and \( \vec{b} \), i.e.:

\[
\forall i \in [0, n) : a'_i \in D(x_i) \land b'_i \in D(x_i)
\]

This is not a problem, for under these conditions, the \( \text{between}(\vec{a}, \vec{x}, \vec{b}) \) and \( \text{between}(\vec{a}', \vec{x}, \vec{b}') \) constraints have the same set of solutions. Algorithms for computing \( \vec{a}' \) and \( \vec{b}' \) from \( \vec{a} \), \( \vec{b} \) and \( \vec{x} \) are developed in Sect. 4.6.

It is straightforward to see that the declarative semantics is:

\[
C \equiv \begin{cases} 
   n = 0 & \text{(3.1)} \\
   a'_0 = x_0 = b'_0 \land a'_{[1,n]} \leq_{\text{lex}} x_{[1,n]} \leq_{\text{lex}} b'_{[1,n]} & \text{(3.2)} \\
   a'_0 = x_0 < b'_0 \land a'_{[1,n]} \leq_{\text{lex}} x_{[1,n]} & \text{(3.3)} \\
   a'_0 < x_0 = b'_0 \land a'_{[1,n]} \leq_{\text{lex}} x_{[1,n]} & \text{(3.4)} \\
   a'_0 < x_0 < b'_0 & \text{(3.5)} 
\end{cases}
\]

and hence, for all \( i \in [0, n) \):

\[
C \land (a'_0 = b'_0) \land \cdots \land (a'_{i-1} = b'_{i-1}) \Rightarrow a'_i \leq x_i \leq b'_i
\]

4.2 Signatures of between

Let \( B \) be the alphabet \( \{<, \leq, =, \geq, >, \geq, \} \). The signature \( S = \sigma(C, \Gamma, B) \) of \( C \) wrt. a constraint store \( \Gamma \) is defined by \( S_n = \} \), to mark the end of the string, and for \( 0 \leq i < n \):

\[
S_i = \begin{cases} 
   <, & \text{if } a'_i < b'_i \land \Gamma \models (x_i \leq a'_i \lor x_i \geq b'_i) \\
   \leq, & \text{if } a'_i < b'_i \land \Gamma \not\models (x_i \leq a'_i \lor x_i \geq b'_i) \\
   =, & \text{if } a'_i = b'_i \land \Gamma \models a'_i = x_i = b'_i \\
   \geq, & \text{if } a'_i = b'_i \land \Gamma \not\models a'_i = x_i = b'_i \\
   >, & \text{if } a'_i > b'_i \land \Gamma \models b'_i \leq x_i \leq a'_i \\
\} & \text{if } a'_i > b'_i \land \Gamma \not\models b'_i \leq x_i \leq a'_i 
\end{cases}
\]

From a complexity point of view, we note that the tests \( \Gamma \models a'_i = x_i = b'_i \) and \( \Gamma \models b'_i \leq x_i \leq a'_i \) can be implemented with domain bound inspection and run in constant time, whereas the test \( \Gamma \models (x_i \leq a'_i \lor x_i \geq b'_i) \) requires the use of next_value or prev_value, and has cost \( d \); see Table 1.

\(^2\) The adjective feasible refers to the requirement that \( \vec{a}' \) and \( \vec{b}' \) be instances of \( \vec{x} \).
Table 1. Computing the signature letter at position \( i \). Note that if \( a < b \) then \( \text{next\_value}(x, a) \geq b \) holds iff \( D(x) \) has no value in \( (a, b) \).

<table>
<thead>
<tr>
<th>( S_i )</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( &lt; )</td>
<td>( a'_i &lt; b'_i \land \text{next_value}(x_i, a'_i) \geq b'_i )</td>
</tr>
<tr>
<td>( &lt; )</td>
<td>( a'_i &lt; b'_i \land \text{next_value}(x_i, a'_i) &lt; b'_i )</td>
</tr>
<tr>
<td>( = )</td>
<td>( x_i = x'_i = a'_i = b'_i )</td>
</tr>
<tr>
<td>( \neq )</td>
<td>( x_i \neq a'_i = b'_i \lor x'_i \neq a'_i = b'_i )</td>
</tr>
<tr>
<td>( &gt; )</td>
<td>( a'_i &gt; b'_i \land b'_i \leq x_i \leq x'_i \leq a'_i )</td>
</tr>
<tr>
<td>( \geq )</td>
<td>( a'_i &gt; b'_i \land (x_i &lt; b'_i \lor a'_i &lt; x_i) )</td>
</tr>
</tbody>
</table>

4.3 Finite Automaton for \text{between}

Fig. 4 shows a deterministic finite automaton BFA for signature strings, from which we shall derive the filtering algorithm. State 1 is the initial state. There are three terminal states, F, T1 and T2, each corresponding to a separate case. State F is the failure case, whereas states T1–T2 are success cases.

![Figure 4](image)

Fig. 4. Case analysis of \text{between}(\vec{a}, \vec{x}, \vec{b}) as finite automaton BFA, and an example, where BFA stops in state T2.

4.4 Case Analysis of \text{between}

We now discuss three regular expressions covering all possible cases of signatures of \( C \). Where relevant, we also derive pruning rules for maintaining hyperarc consistency. Each
regular expression corresponds to one of the terminal states of BFA. Note that, without loss of generality, each regular expression has a common prefix $P = (\texttt{=} | \texttt{=} )*$. For $C$ to hold, clearly for each position $i$ in the corresponding prefix of $\bar{x}$, by (3.2) the filtering algorithm must enforce $a'_i = x_i = b'_i$. In the regular expressions, $q$ and $r$ denote the position of the transition out of state 1 and 2 respectively. We now discuss the cases one by one.

**Case F.**

\[
\begin{array}{c}
\text{P} \quad \text{q} \\
\text{F} \quad \text{B}^* \\
\end{array}
\]

We have that $a'_0 = b'_0 \land \cdots \land a'_{q-1} = b'_{q-1} \land a'_q > b'_q$, and so by (4), $C$ must be false.

**Case T1.**

\[
\begin{array}{c}
\text{P} \quad \text{q} \\
\text{T1} \quad \text{B}^* \\
\end{array}
\]

We have that $a'_0 = b'_0 \land \cdots \land a'_{q-1} = b'_{q-1} \land (q = n \lor a'_q < b'_q)$. If $q = n$, we are done by (3.1) and (3.2). If $q < n$, we also have that $(a'_q, b'_q) \cap D(x_q) \neq \emptyset$. Thus by (3.5), all we have to do after $P$ for $C$ to hold is to enforce $a'_q \leq x_q \leq b'_q$.

**Case T2.**

\[
\begin{array}{c}
\text{P} \quad \text{q} \quad \text{r} \\
\text{T2} \quad \text{B}^* \\
\end{array}
\]

We have that:

\[
\begin{align*}
&\left\{ a'_0 = b'_0 \land \cdots \land a'_{q-1} = b'_{q-1} \\
& a'_q < b'_q \\
& (a'_q, b'_q) \cap D(x_q) = \emptyset \\
& a'_{q+1} \geq b'_{q+1} \land \cdots \land a'_{r-1} \geq b'_{r-1} \\
& \forall i \in (q, r) : b'_i \leq x_i \leq a'_i
\end{align*}
\]

Consider position $q$, where $a'_q < b'_q$ and $(a'_q, b'_q) \cap D(x_q) = \emptyset$ hold. Since by (4) $a'_q \leq x_q \leq b'_q$ should also hold, $x_q$ must be either $a'_q$ or $b'_q$, and we know from (2) that both $x_q = a'_q$ and $x_q = b'_q$ have support.

It can be shown by induction that there are exactly two possible values for the subvector $\bar{x}^*_{[0,r)}$: $\bar{a}'_{[0,r)}$ and $\bar{b}'_{[0,r)}$.

Thus for $C$ to hold, after $P$ we have to enforce $x_i \in \{a'_i, b'_i\}$ for $q \leq i < r$. From (3.3) and (3.4), we now have that $C$ holds iff

\[
\bigvee \left\{ \bar{x}^*_{[0,r)} = \bar{a}'_{[0,r)} \land a'_{[r,n]} \leq_{\text{lex}} \bar{x}^*_{[r,n]} \\
\bar{x}^*_{[0,r)} = \bar{b}'_{[0,r)} \land \bar{x}^*_{[r,n]} \leq_{\text{lex}} \bar{b}'_{[r,n]}
\right\}
\]

i.e.
Finally, consider the possible cases for position $r$, which are:

- $r = n$, signature letter $\mathbb{S}$. We are done by (5.1) and (5.2).
- $a_r < b_r'$, signature letters $\mathbb{L}$ and $\mathbb{Q}$. Then from (2) we know that we have solutions corresponding to both (5.3) and (5.5). Thus, all values for $\vec{x}(r,n)$ have support, and we are done.
- $a_r \geq b_r'$, signature letters $\mathbb{V}$ and $\mathbb{V}$. Then from (2) and from the signature letter, we know that we have solutions corresponding to both (5.4), (5.6), and one or both of (5.3) and (5.5). Thus, all values $v$ for $x_r$ such that $v \leq b_r' \lor v \geq a_r'$, and all values for $\vec{x}(r,n)$, have support. Hence, we must enforce $x_r \notin (b_r', a_r')$.

4.5 Filtering Algorithm for between

By augmenting BFA with the pruning actions mentioned in Sect. 4.4, we arrive at a filtering algorithm \texttt{FiltBetween} ([5, Alg. 1]) for \texttt{between($\vec{a}, \vec{x}, \vec{b}$)}. When a constraint is posted, the algorithm will delay or fail, depending on where BFA stops. The filtering algorithm needs to recompute feasible upper and lower bounds each time it is resumed. We summarize the properties of \texttt{FiltBetween} in the following proposition.

Proposition 3.

1. \texttt{FiltBetween} doesn’t remove any solutions.
2. \texttt{FiltBetween} removes all domain values that cannot be part of any solution.
3. \texttt{FiltBetween} runs in $O(nd)$ time.

4.6 Feasible Upper and Lower Bounds

We now show how to compute the tight, i.e. lexicographically largest and smallest, and feasible vectors $\vec{a}'$ and $\vec{b}'$ that were introduced in Sect. 4.1, given a constraint between($\vec{a}, \vec{x}, \vec{b}$).

**Upper Bounds.** The algorithm, ComputeUB($\vec{x}, \vec{b}, \vec{b}'$), has two steps. The key idea is to find the smallest $i$, if it exists, such that $b_i'$ must be less than $b_i$.

1. Compute $\alpha$ as the smallest $i \geq -1$ such that one of the following holds:
   a) $i \geq 0 \land b_i \notin D(x_i) \land b_i > x_i$
   b) $\vec{b}(i,n) <_{\text{lex}} \vec{x}(i,n)$
In both cases, a value $b'_i < b_i$ must be chosen from $D(x_i)$. If no such $i$ exists, let $\alpha = n$. If $\alpha = -1$, the algorithm fails, meaning that $\vec{x} \preceq_{\text{lex}} \vec{b}$ can’t hold. For example, $\alpha = 1$ in the example shown in Fig. 4. See [5, Alg. 2].

2. $b'_i$ is computed as follows for $0 \leq i < n$:

$$b'_i = \begin{cases} b_i, & \text{if } i < \alpha \\ \text{prev_value}(x_i, b_i), & \text{if } i = \alpha \\ x_i, & \text{if } i > \alpha \end{cases}$$

We summarize the properties of ComputeUB in the following lemma.

**Lemma 1.** ComputeUB is correct and runs in $O(n + d)$ time.

**Lower Bounds.** The feasible lower bound algorithm, ComputeLB, is totally analogous to ComputeUB, and not discussed further.

### 4.7 Filtering Algorithm

We now have the necessary building blocks for constructing a filtering algorithm for $\text{lex\_chain}$; see [5, Alg. 3]. The idea is as follows. For each vector in the chain, we first compute a tight and feasible upper bound by starting from $\vec{x}_m - 1$. We then compute a tight and feasible lower bound for each vector by starting from $\vec{x}_0$. Finally for each vector, we restrict the domains of its variables according to the bounds that were computed in the previous steps. Any value removal is a relevant propagation event. We summarize the properties of FiltLexChain in the following proposition.

**Proposition 4.**

1. FiltLexChain maintains hyperarc consistency.
2. If there is no variable aliasing, FiltLexChain reaches a fixpoint after one run.
3. If there is no variable aliasing, FiltLexChain runs in $O(nmd)$ time.

### 5 Related Work

Within the area of logic, automata have been used by associating with each formula defining a constraint an automaton recognizing the solutions of the constraint [10].

An $O(n)$ filtering algorithm maintaining hyperarc consistency of the $\leq_{\text{lex}}$ constraint was described in [9]. That algorithm is based on the idea of using two pointers $\alpha$ and $\beta$. The $\alpha$ pointer gives the position of the most significant pair of variables that are not ground and equal, and corresponds to our $q$ position. The $\beta$ pointer, if defined, gives the most significant pair of variables from which $\leq_{\text{lex}}$ cannot hold. It has no counterpart in our algorithm. As the constraint store gets tighter, $\alpha$ and $\beta$ get closer and closer, and the algorithm detects entailment when $\alpha + 1 = \beta \lor \frac{x_\alpha}{y_\alpha} < y_\alpha$. The algorithm is only triggered on propagation events on variables in $[\alpha, \beta]$. It does not detect entailment as eagerly as ours, as demonstrated by the example in Fig. 2. FiltLex detects entailment on this example, whereas Frisch’s algorithm does not. Frisch’s algorithm is shown to run in $O(n)$ on posting a constraint as well as for handling a propagation event.
6 Discussion

The main result of this work is an approach to designing filtering algorithms by derivation from finite automata operating on constraint signatures. We illustrated this approach in two case studies, arriving at:

- A filtering algorithm for \( \leq_{\text{lex}} \), which maintains hyperarc consistency, detects entailment or rewrites itself to a simpler constraint whenever possible, and runs in \( O(n) \) time for posting the constraint plus amortized \( O(1) \) time for handling each propagation event.
- A filtering algorithm for \( \text{lex-chain} \), which maintains hyperarc consistency and runs in \( O(nmd) \) time per invocation, where \( d \) is the cost of certain domain operations.

In both case studies, the development of the algorithms was mainly manual and required several inspired steps. In retrospect, the main benefit of the approach was to provide a rigorous case analysis for the logic of the algorithms being designed. Some work remains to turn the finite automaton approach into a methodology for semi-automatic development of filtering algorithms. Relevant, unsolved research issues include:

1. **What class of constraints is amenable to the approach?** It is worth noting that \( \leq_{\text{lex}} \) and \( \text{between} \) can both be defined inductively, so it is tempting to conclude that any inductively defined constraint is amenable. Constraints over sequences [11,12] would be an interesting candidate for future work.

2. **Where does the alphabet come from?** In retrospect, this was the most difficult choice in the two case studies. In the \( \leq_{\text{lex}} \) case, the basic relations used in the definition of the constraint are \( \{<, =, >\} \), each symbols of \( \mathcal{A} \) denoting a set of such relations. In the \( \text{between} \) case, the choice of alphabet was far from obvious and was influenced by an emerging understanding of the necessary pruning rules. As a general rule, the cost of computing each signature letter has a strong impact on the overall complexity, and should be kept as low as possible.

3. **Where does the finite automaton come from?** Coming up with a regular language and corresponding finite automaton for ground instances is straightforward, but there is a giant leap from there to the nonground case. In our case studies, it was mainly done as a rational reconstruction of an emerging understanding of the necessary pruning rules.

4. **Where do the pruning rules come from?** This was the most straightforward part in our case studies. At each non-failure terminal state, we analyzed the corresponding regular language, and added pruning rules that prevented there from being failed ground instances, i.e. rules that removed domain values with no support.

5. **How do we make the algorithms incremental?** The key to incrementality for \( \leq_{\text{lex}} \) was the observation that the finite automaton could be safely restarted at an internal state. This is likely to be a general rule for achieving some, if not all, incrementality. We could have done this for \( \text{between}(\vec{a}, \vec{x}, \vec{b}) \), except in the context of \( \text{lex-chain} \), \( \text{between} \) is not guaranteed to be resumed with \( \vec{a} \) and \( \vec{b} \) unchanged, and the cost of checking this would probably outweigh the savings of an incremental algorithm.
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Abstract. Declarative multi-paradigm languages combine the main features of functional and logic programming, like laziness, logic variables and non-determinism. The operational semantics of these languages is based on a combination of narrowing and residuation. In this article, we introduce a non-standard memoizing semantics for multi-paradigm declarative programs and prove its equivalence with the standard operational semantics. Both pure functional and pure logic programming have for long time taken advantage of tabling or memoizing schemes [15,19,7], which motivates the interest in the adaption of this technique to the integrated paradigm.
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1 Introduction

Declarative multi-paradigm languages [11] (like Curry [10]) combine the main features of functional and logic programming. In comparison with functional languages, such integrated languages are more expressive thanks to the ability to perform function inversion and to implement partial data structures by means of logical variables. With respect to logic languages, multi-paradigm languages have a more efficient operational behaviour since functions allow more deterministic evaluations than predicates.

The operational semantics of these languages is usually based on a combination of two different operational principles: narrowing and residuation [12]. The residuation principle is based on the idea of delaying function calls until they are ready for a deterministic evaluation (by rewriting). On the other hand, the narrowing mechanism allows the instantiation of variables in input expressions and, then, applies reduction steps to the function calls of the instantiated expression. Each function specifies a concrete evaluation annotation (see [12,10]) in order to indicate whether it should be evaluated by residuation (for functions annotated as rigid) or by narrowing (for flexible functions). Due to its optimality properties w.r.t. the length of derivations and the number of computed solutions, needed narrowing [5] is currently the best narrowing strategy for multi-paradigm functional logic programs. The formulation of needed narrowing is based on the use of definitional trees [3], which define a strategy to evaluate functions by applying narrowing steps. Recently, [13] introduced a flat representation for functional
logic programs in which definitional trees are embedded in the rewrite rules by means of case expressions. The interest in using the flat representation arises because it provides more explicit control (hence the associated calculus is simpler than needed narrowing), while source programs can be still automatically translated to the new representation.

Several techniques from pure functional and pure logic languages have been extended to implement multi-paradigm languages. In particular, both pure paradigms have exploited memoization\(^1\) to memoize sub-computations and reuse their results later. In some situations [15] a reduction of the asymptotic cost can be obtained\(^2\). The advantages of memoization have long been known to the functional programming community [15,8]. Tamaki and Sato [19] proposed an interpretation for logic programming based on memoization; this seminal paper has stimulated a large body of work [7,18,16,6]. In addition to reuse previous computed sub-goals, infinite paths in the search space can be detected, enabling better termination properties [7].

These properties motivate the adaptation of the memoization technique to the integrated functional logic paradigm. This adaptation is not straightforward due to some differences between functional evaluation and narrowing. Firstly, in addition to the computed normal form, functional logic programs also produce a computed answer. Secondly, non-determinism of narrowing computations leads to a large, possibly infinite, set of results arising from different sequences of narrowing steps. Previous work attempting to introduce memoization in narrowing [4] focused in finding a finite representation of a (possibly infinite) narrowing space by means of a graph representing the narrowing steps of a goal.

In this article, we define a new memoizing semantics for flat programs, the MLNT calculus, and prove its equivalence with the standard operational semantics.

The rest of the paper is organized as follows. In the next section we briefly introduce a flat representation for multi-paradigm functional logic programs and its operational semantics based on the LNT (Lazy Narrowing with definitional Trees) calculus [13]. Section 3 presents the proposed memoizing semantics and proves the completeness w.r.t. LNT calculus. Finally, Section 4 offers some conclusions.

## 2 The Flat Language

This section briefly introduces a flat representation for multi-paradigm functional logic programs and its standard operational semantics. Similar representations are considered in [13,14,17]. Unlike them, here we distinguish two kinds of case expressions in order to make also explicit the flexible/rigid evaluation annotations of source programs. The syntax for programs in the flat representation is as follows:

---

\(^1\) Other terms (tabling, caching, etc.) are used to refer to the same concept too.

\(^2\) Memoization can be viewed as an automatic technique for applying dynamic programming optimization [9].
\[ \mathcal{R} ::= D_1 \ldots D_m \quad \text{(program)} \]
\[ \mathcal{D} ::= f(\overline{x_n}) = e \quad \text{(rule)} \]
\[ e ::= \ldots \]
\[ c(\overline{x_n}) \quad \text{(constructor)} \]
\[ f(\overline{x_n}) \quad \text{(function call)} \]
\[ \text{case } e \text{ of } \{ p_n \rightarrow e_n \} \quad \text{(rigid case)} \]
\[ \text{fcase } e \text{ of } \{ p_n \rightarrow e_n \} \quad \text{(flexible case)} \]
\[ e_1 \text{ or } e_2 \quad \text{(disjunction)} \]
\[ p ::= c(\overline{x_n}) \quad \text{(flat pattern)} \]

Here, we write \( \overline{o_n} \) for the sequence of objects \( o_1, \ldots, o_n \). Thus, a program \( \mathcal{R} \) consists of a sequence of function definitions \( \mathcal{D} \) such that the left-hand side is linear and has only variable arguments, i.e., pattern matching is compiled into case expressions. The right-hand side of each function definition is an expression \( e \) composed of variables (\( \mathcal{X} \)), constructors (\( \mathcal{C} \)), function calls (\( \mathcal{F} \)), and case expressions for pattern-matching. Variables are denoted by \( x, y, z, \ldots \), constructors by \( a, b, c, \ldots \), and defined functions by \( \text{f}, \text{g}, \text{h} \ldots \) The general form of a case expression is:
\[
(f)\text{case } e \text{ of } \{ c_1(\overline{x_n_1}) \rightarrow e_1; \ldots ; c_k(\overline{x_n_k}) \rightarrow e_k \}
\]
where \( e \) is an expression, \( c_1, \ldots, c_k \) are different constructors of the type of \( e \), and \( e_1, \ldots, e_k \) are expressions (possibly containing case structures). The variables \( \overline{x_n} \) are local variables which occur only in the corresponding expression \( e_i \). The difference between \( \text{case} \) and \( \text{fcase} \) only shows up when the argument \( e \) is a free variable: \( \text{case} \) suspends (which corresponds to residuation) whereas \( \text{fcase} \) nondeterministically binds this variable to the pattern in a branch of the case expression (which corresponds to narrowing). Functions defined only by \( \text{fcase} \) (resp. \( \text{case} \)) expressions are called \textit{flexible} (resp. \textit{rigid}).

Without loss of generality, we will assume some restrictions in flat programs in the following: on the one hand, all \((f)\text{case} \) arguments are variables; on the other hand, \( or \) and \((f)\text{case} \) expressions appear at the outermost positions i.e., they do not appear inside function and constructor calls. Every flat program can be automatically transformed to one which satisfies these restrictions.

\textbf{Example 1.} The following flat program will be used to illustrate some examples throughout the paper. It defines some functions on natural numbers which are represented by terms built from \text{Zero} and \text{Succ}. \text{double} is defined by means of the addition, \text{coin} nondeterministically computes \text{Zero} or \text{Succ(Zero)}. \text{add} is the arithmetic addition and \text{leq} defines the relation “less than or equal to”.

\begin{verbatim}
double(x) = add(x, x)
coin  = Zero or Succ(Zero)
add(x, y) = fcase x of {Zero \rightarrow y; Succ(m) \rightarrow Succ(add(m, y))}
leq(x, y) = fcase x of {Zero \rightarrow True;
                       Succ(m) \rightarrow fcase y of {Zero \rightarrow False;
                                                      Succ(n) \rightarrow leq(m, n)}}
\end{verbatim}
Case Select
\[
(f)\text{case } c(e_n) \text{ of } \{p_k \rightarrow e'_k\} \Rightarrow id [\sigma(e'_i)] \text{ if } p_i = c(x_n) \text{ and } \sigma = \{x_n \mapsto e_n\}
\]

Case Guess
\[
(f)\text{case } x \text{ of } \{p_k \rightarrow e_k\} \Rightarrow \sigma [\sigma(e_i)] \text{ if } \sigma = \{x \mapsto p_i\}, i = 1, \ldots, k
\]

Case Eval
\[
(f)\text{case } e \text{ of } \{p_k \rightarrow e_k\} \Rightarrow \sigma [\sigma((f)\text{case } e' \text{ of } \{p_k \rightarrow e_k\})]
\]
\[
\text{if } [e] \Rightarrow [e'], e \notin X, \text{ and } \text{root}(e) \notin C
\]

Function Eval
\[
[f(e_n)] \Rightarrow id [\sigma(e') \text{ if } f(x_n) = e' \in R \text{ and } \sigma = \{x_n \mapsto e_n\}
\]

Or
\[
[e_1 \text{ or } e_2] \Rightarrow id [e_i], i = 1, 2
\]

Fig. 1. LNT calculus

The operational semantics of flat programs is based on the LNT (Lazy Narrowing with definitional Trees) calculus [13]. In Figure 1, we present a slight extension of this calculus in order to cope with case expressions including evaluation annotations and disjunction; nevertheless, we still use the name “LNT calculus” for simplicity. First, let us note that the symbols “[” and “]” in an expression like [e] are purely syntactical (i.e., they do not denote “the value of e”). Indeed, they are only used to guide the inference rules. LNT steps are labelled with the substitution computed in the step. The empty substitution is denoted by id. Let us briefly describe the LNT rules:

Case Select. It is used to select the appropriate branch of the current case expression.

Case Guess. It non-deterministically selects a branch of a flexible case expression and instantiates the variable at the case argument to the appropriate constructor pattern. The step is labelled with the computed substitution \( \sigma \). Rigid case expressions with a variable argument suspend, giving rise to an abnormal termination.

Case Eval. It is used to evaluate case expressions with a function call or another case expression in the argument position. Here, root(e) denotes the outermost symbol of e. This rule initiates the evaluation of the case argument by creating a (recursive) call for this subexpression.

Function Eval. This rule performs the unfolding of a function call. As in logic programming, we assume that rules are renamed so that they only contain fresh variables.

Or. It non-deterministically selects a choice of a disjunction expression.

Arbitrary LNT derivations are denoted by \( e \Rightarrow^* \sigma e' \) which is a shorthand for the sequence of steps \( e \Rightarrow_{\sigma_1} \ldots \Rightarrow_{\sigma_n} e' \) with \( \sigma = \sigma_n \circ \cdots \circ \sigma_1 \) (if \( n = 0 \) then \( \sigma = id \)). We say that a LNT derivation \( e \Rightarrow^* \sigma e' \) is successful when \( e' \) is in head normal form (i.e., it is rooted by a constructor symbol) or it is a variable; in this case, we say that \( e \) evaluates to \( e' \) with answer \( \sigma \). This calculus can be easily extended to evaluate expressions to normal form, but we keep the above presentation in both calculi for simplicity. In the rest of the paper, a value will denote a term in head normal form or a variable.
3 MLNT Calculus

Previous work aiming at introducing memoization in narrowing [4] focused in finding a finite representation of a (possibly infinite) narrowing space by means of a graph representing the narrowing steps of a goal. Let us consider the example of Figure 2 extracted from [4]. This figure shows the graph representation of the narrowing space of the goal $\text{leq}(u, \text{add}(u, v))$.

The vertices of this graph are goals i.e., terms being narrowed, and the edges are narrowing steps between these goals. Terms are considered the same vertex if they differ only by a renaming of variables. Solutions can be obtained by composing the set of substitutions which appear in any path in the graph whose origin is the goal vertex and whose destination vertex is a value.

Our proposal is based in a graph representation too, but in contrast to [4], every subgoal is explicitly introduced in the graph in order to take advantage of memoization. Therefore, the graph represents no longer the search space of the original goal, but also contains the search space of all derived subgoals. The sets of results are pairs composed by a value and a computed answer.

Furthermore, search spaces from different goals may share common parts in order to further improve memoization. For instance, consider the narrowing space of the goal $\text{double}(\text{coin})$ shown in Figure 3. The term $\text{add}(\text{coin}, \text{coin})$ denoted by $v_2$ requires subgoal $\text{coin}$ at position 1 to be reduced, thus a new vertex $v_3$ associated to $\text{coin}$ is introduced in the graph. Later, $v_2$ is reduced to $v_3$. Therefore, $v_3$ has played a double role.

The proposed calculus consists of a state transition system MLNT where a MLNT-State is a 4-tuple from

$$\text{Eval} \times \text{Ready} \times \text{Suspended} \times \text{Graph}$$

Eval may be a special symbol $\text{void}$ or an $\text{EvaluationState}$. An EvaluationState is a 3-tuple composed by a goal to be solved, a flat expression and a substitution.

Non-determinism (for instance, variable instantiation in a (f)case) is addressed by considering every possible choice and creating a different EvaluationState associated to it. Note that despite non-determinism, only one graph is

---

3 For simplicity, we omitted some intermediate steps which basically correspond to (f)case reductions.
considered which memoizes the information of all these branches as soon as they are computed.

Since the computation process must pursue only a single branch at a given moment, we maintain a set of ready EvaluationStates which are stored to be selected later. This set is the second component of a MLNT-State.

Every goal evaluation that needs a subgoal to be solved is suspended and stored in a “suspended table”. This table maps every suspended EvaluationState to the set of subgoal’s solutions already used to continue this EvaluationState. These sets of solutions are needed to avoid resuming the suspended EvaluationState several times with the same subgoal’s solution.

Given an initial goal $e$, the initial MLNT-state associated to it is the tuple: $(\text{void}, \{(e, e, \text{id})\}, \emptyset, \emptyset)$. A sequence of steps is applied and the calculus proceeds until Eval is void, the set Ready is empty and no rules can be applied.

The aim of this calculus is to obtain a graph which contains the original goal $e$ as a vertex and also value vertices connected to it by a path. The edges of the graph are labelled with substitutions. The composition of substitutions in a path, in reverse order, gives the computed answer. This scheme can be easily adapted to evaluate expressions to normal form.

Let us briefly describe the MLNT rules shown in Figure 4. (sel) and (sol) are the only ones which overlap and the only non-deterministic too. They may be applied to a MLNT-state with void in the Eval field:

*(sel)* This rule takes an EvaluationState element of the set Ready and puts it in the field Eval to be used later by other rules.

*(sol)* A solution may be generated whenever a path appears in the graph from a goal to a value vertex. A new solution is searched in the graph for some vertex $v$ corresponding to a goal appeared in the (f)case argument of some suspended EvaluationState. A new EvaluationState is created from the suspended one by replacing its goal argument by the solution previously found, and is stored in the set Ready to be selected later. The mapping Suspended is updated to reflect the fact that this solution has already been used.

The rest of the rules are applied when Eval is not void, they are non-overlapping and deterministic:

*(or)* The outermost position of the second component of Eval is an or expression. This rule breaks this expression into two who are introduced in the set Ready to be selected later.

*(val)* The second component of Eval must be a value (head normal form or a variable) in order to apply this rule. A new edge in the graph is inserted connecting the goal being solved to the value.

*(goal)* The outermost position of the second component of Eval is a function call $f(\overline{v})$. This expression is always a term because of the restrictions imposed to flat programs. An edge is added from the goal being solved to this
function call when they are different. If the goal was not in the graph, a new EvaluationState \( \text{Unfold}(f(\overline{t_n})) \) is introduced in the set Ready to be selected later.

The three following rules (casec), (casef) and (casev) correspond to the case where an expression of the form \((f)\text{case e of } \{ c_1(\overline{x_{n_1}}) \to e_1; \ldots; c_k(\overline{x_{n_k}}) \to e_k \}\) is at the outermost position of the second component of Eval.

(casec) This rule is used when \( e \) in the above expression is constructor rooted (with root \( c_i \)). The corresponding pattern \( c_i(\overline{x_{n_i}}) \) is selected and matched against \( e \). The associated expression \( e_i \) replaces the current expression of the field Eval. Other fields remain unchanged.

(casef) In this case, \( e \) is a function call \( f(\overline{t_n}) \) which must be computed. The current EvaluationState of field Eval is stored in the mapping Suspended. The evaluation \( \langle f(\overline{t_n}), f(\overline{t_n}), id \rangle \) is also introduced in the set Ready.

(casev) This rule is applied to a fcase expression whenever \( e \) is an unbound variable. This variable may be bound to every \( c_i(\overline{x_{n_i}}) \) pattern. Thus, a new EvaluationState is inserted in the set Ready for every possible variable instantiation. This set of EvaluationStates is finite and equal to the arity of the fcase expression. Note that this rule does not consider a rigid case, the evaluation is suspended whenever this situation is produced.

To illustrate this calculus, a trace of double\((\text{coin})\) is shown in Figure 3. The following domains and auxiliary functions are used to simplify the MLNT rules shown in Figure 4:

Eval: is \((\text{EvaluationState} \cup \{\text{void}\})\)

EvaluationState: Term \( \times \) Expr \( \times \) Substitution.

Ready: \( 2^{\text{EvaluationState}} \).

Suspended: set of partial mappings from EvaluationState to \( 2^{\text{Substitution} \times \text{Term}} \).

Graph: set of partial mappings from Term to \( 2^{\text{Substitution} \times \text{Term}} \) a set of pairs \((\text{edge label}, \text{destination vertex})\). Vertices\((G)\) will denote \(\text{Dom}(G)\)

The partial mappings Suspended and Graph described above consider terms modulo variable renaming.

ObtainSolution: Searches a path in the graph from a given vertex to a value vertex. Returns a pair \((\text{computed answer}, \text{value})\), where the computed answer is obtained by composing the path’s sequence of substitutions (taken in reverse order). This function is non-deterministic, but it must guarantee that every solution will be found eventually.

UnionMap: This function performs the union of two partial mappings and is used to update Suspended and Graph mappings. \(\text{Dom}(\text{UnionMap}(G, H)) = \text{Dom}(G) \cup \text{Dom}(H)\). \(\text{UnionMap}(G, H)\)(\(x\)) = \(G(x)\) if \(x \notin \text{Dom}(H)\) and \(\text{UnionMap}(G, H)\)(\(x\)) = \(H(x)\) if \(x \notin \text{Dom}(G)\). \(\text{UnionMap}(G, H)\)(\(x\)) = \(G(x) \cup H(x)\) whenever both exists. For instance, \(\text{UnionMap}(G, \{t \to \emptyset\})\) adds vertex \(t\) to \(G\).
Fig. 3. Trace of the goal $\text{double}(\text{coin})$. Bottom table corresponds to the sequence of MLNT-states. The graphs in this sequence are represented as pairs of sets: The first component is the set of vertices. The second component is the set of edges. Both sets use the notation of the graph in the top-left part of the figure. Top-left is the search space graph; dashed edges represent dependence relations between goals and suspended evaluations in these vertices; edges are no labeled since this example has no variables. Top-right table corresponds to EvaluationStates used in the trace.
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### Fig. 4. MLNT Calculus

<table>
<thead>
<tr>
<th>Rule</th>
<th>Eval</th>
<th>Ready</th>
<th>Suspended</th>
<th>Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>(sel)</td>
<td>void</td>
<td>$e$</td>
<td>$R - {e}$</td>
<td>$S$ $G$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$e \in R$</td>
<td></td>
</tr>
<tr>
<td>(sol)</td>
<td>void</td>
<td>$R$</td>
<td>$S$ $G$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$s = \langle t, (f) case f(t_n) of {p_n \rightarrow e_n}, \sigma\rangle \in \text{Dom}(S)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f(\varphi, r) = \text{ObtainSolution}(G, f(t_n)) \notin S(s)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$e = \langle t, (f) case r of {p_n \rightarrow \varphi(e_n)}, \varphi \circ \sigma\rangle$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$S' = \text{UnionMap}(S, {s \rightarrow {\langle \varphi, r\rangle}})$</td>
<td></td>
</tr>
<tr>
<td>(or)</td>
<td>$\langle \langle t, e_1 \text{ or } e_2, \sigma\rangle \rangle$</td>
<td>$R$</td>
<td>$S$ $G$</td>
<td>$R$ $S$ $G$</td>
</tr>
<tr>
<td></td>
<td>void</td>
<td>$R'$</td>
<td>$S$ $G$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\langle \langle t, e_1, \sigma\rangle \rangle, \langle \langle t, e_2, \sigma\rangle \rangle$</td>
<td></td>
</tr>
<tr>
<td>(val)</td>
<td>$\langle \langle t, val, \sigma\rangle \rangle$</td>
<td>$R$</td>
<td>$S$ $G$</td>
<td>$R$ $S$ $G'$</td>
</tr>
<tr>
<td></td>
<td>void</td>
<td>$R$</td>
<td>$S$ $G'$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$val \text{ in head normal form}, G' = \text{UnionMap}(G, {t \rightarrow {\langle \sigma, val\rangle}})$</td>
<td></td>
</tr>
<tr>
<td>(goal)</td>
<td>$\langle \langle t, f(t_n), \sigma\rangle \rangle$</td>
<td>$R$</td>
<td>$S$ $G$</td>
<td>$R$ $S$ $G'$</td>
</tr>
<tr>
<td></td>
<td>void</td>
<td>$R'$</td>
<td>$S$ $G'$</td>
<td></td>
</tr>
</tbody>
</table>
|      |      |      | $\text{where } G' = \begin{cases} 
\text{UnionMap}(G, \{t \rightarrow \{\langle \sigma, f(t_n)\rangle\}\}) \text{ if } t \neq f(t_n) \lor \sigma \neq \text{id} \\
\text{UnionMap}(G, \{t \rightarrow \emptyset\}) \text{ otherwise} 
\end{cases}$ |       |
|      |      |      | $R' = \begin{cases} 
\{R \cup \{\text{Unfold}(f(t_n))\}\} \text{ if } f(t_n) \notin \text{vertices}(G) \\
R \text{ otherwise} 
\end{cases}$ |       |
| (casec) | $\langle \langle t, f(t_n), \sigma\rangle \rangle$ | $R$ | $S$ $G$ | $R$ $S$ $G'$ |
|      | $e'$ | $R$ | $S$ $G$ |       |
|      |      |      | $\langle \langle t, \varphi(e_i), \varphi \circ \sigma\rangle, \varphi = \{x_k \mapsto b_k\}\rangle$ |       |
| (casef) | $\langle \langle t, f(t_n), \sigma\rangle \rangle$ | $R$ | $S$ $G$ | $R$ $S'$ $G'$ |
|      | void | $R'$ | $S'$ $G'$ |       |
|      |      |      | $\langle \langle t, \varphi(e_i), \varphi \circ \sigma\rangle, \varphi = \{x_k \mapsto b_k\}\rangle$ |       |
| (casev) | $\langle \langle t, f(t_n), \sigma\rangle \rangle$ | $R$ | $S$ $G$ | $R$ $S'$ $G'$ |
|      | void | $R'$ | $S'$ $G'$ |       |
|      |      |      | $\langle \langle t, \varphi(e_i), \varphi \circ \sigma\rangle, \varphi = \{x_k \mapsto b_k\}\rangle$ |       |
Unfold: Given a function call \( f(t_n) \), creates a new EvaluationState \( \langle f(t_n), e, \sigma \rangle \) where \( e \) is obtained by unfolding \( f(t_n) \) and \( \sigma \) is the associated substitution. Example: Unfold(add(coin, coin)) is:

\[
\langle \text{add(coin, coin)}, f \text{case coin of } \{
\begin{array}{c}
\text{Zero } \rightarrow \text{coin;}
\text{Succ(m)} \rightarrow \text{Succ(add(m, coin))},
\end{array}
\}
\rangle
\]

*Theorem 1 (Completeness).* Let \( e \) be an expression, \( e' \) a value, and \( \mathcal{R} \) a flat program. For each LNT derivation \( e \Rightarrow^*_{\sigma} e' \) in \( \mathcal{R} \), there exists a sequence of MLNT transition steps \( \langle \text{void, \{\langle e, e, id \rangle\}}, \emptyset, \emptyset, \emptyset \rangle = st_1 \Rightarrow st_2 \Rightarrow \ldots \Rightarrow st_k = \langle \text{void, R, S, G} \rangle \) such that \( G \) contains \( e \) and \( e' \) as vertices connected by a path \( e = e_1, \ldots, e_r = e' \), and the composition of edge labels of this path (taken in reverse order) \( \text{label}(e_{r-1}, e_r) \circ \cdots \circ \text{label}(e_1, e_2) \) is the computed answer \( \sigma \). Where \( \text{label}(\text{edge}) \) denotes the substitution that labels an edge.

Informally speaking, we would like to reason by induction over the length of the LNT derivation relating the application of a rule in LNT calculus to the application of one or more steps in MLNT calculus. This is not easy because the graph in the MLNT derivation is not updated every step. Only the MLNT rules (val) and (goal) update the graph (a composition of substitutions is stored in every EvaluationState and is used later to label the edges created by these rules). This is the reason why the proof is decomposed in three stages. First, we demonstrate for arbitrary sequences of LNT rules Case Select, Case Guess and Or. In a second stage, the LNT rule Function Eval is also considered. Finally, the LNT rule Case Eval is included.

Note also that memoization should be taken into account in this proof. For instance, whenever the MLNT rule (goal) is applied, the unfolding of the corresponding function call expression is inserted into the set Ready only the first time this function is to be evaluated (the graph allows the MLNT state transition system to check it). For simplicity, the proof of Lemma 2 considers only the case when every function call appears in the graph for the first time. The general case should take into account EvaluationStates that remain in the set Ready but which are not taken into account in the induction steps of the proof.

*Lemma 1.* Let \( e \) and \( e' \) be two expressions and \( \mathcal{R} \) a flat program. For each (not necessarily successful) LNT derivation \( e \Rightarrow^*_{\sigma} e' \) in \( \mathcal{R} \) which only uses the rules Case Select, Case Guess and Or, there exists a sequence of MLNT transition steps \( \langle \langle h, e, \varphi \rangle, R, S, G \rangle = st_1 \Rightarrow \ldots \Rightarrow st_k = \langle \langle h, e', \varphi \circ \varphi \rangle, R', S, G \rangle \).

*Proof.* The proof proceeds by induction on the length \( n \) of this LNT derivation.

**Base case** \( (n = 0) \). Trivial.

**Inductive case** \( (n > 0) \). Assume that the LNT derivation has the form \( e \Rightarrow^*_{\theta} e^\alpha \Rightarrow^*_{\gamma} e' \)

where \( \sigma = \gamma \circ \theta \). Now, we distinguish several cases depending on the applied rule in the first step:
Case Select. Then, $e$ has the form $[(f)\, case\, c(e_n)\, of\, \{p_k \rightarrow e_k^i\}]$ and $e^a = [\theta(e)^i_j]$ if $p_i = c(x_n)$ and $\theta = \{x_n \mapsto e_n\}$. A single MLNT step suffices: 
$$\langle \langle h, (f)\, case\, c(e_n)\, of\, \{p_k \rightarrow e_k^i\}, \varphi \rangle, R, S, G \rangle \Rightarrow_{casec} \langle \langle h, \theta(e)^i_j, \varphi \circ \varphi \rangle, R, S, G \rangle.$$ 

Case Guess. Then, $e$ has the form $[f\, case\, x\, of\, \{p_k \rightarrow e_k\}]$ and $e^a = [\theta(e_j)]$, where $\theta = \{x \mapsto p_j\}$ for some $j \in \{1, \ldots, k\}$. In this case the corresponding MLNT steps are: 
$$\langle \langle h, e, \varphi \rangle, R, S, G \rangle \Rightarrow_{casev} \langle \langle \text{void}, R^I, S, G \rangle \Rightarrow_{sel} \langle \langle h, e^a, \theta \circ \varphi \rangle, R^{II}, S, G \rangle.$$ 

Case Or. In this case, $e$ has the form $[e_1 \lor e_2]$ and, in one LNT-step, non-deterministically we get $e^a_i = e_i$, $i \in \{1, 2\}$ with $\theta = id$. In this case the corresponding MLNT steps are: 
$$\langle \langle h, e_1 \lor e_2, \varphi \rangle, R, S, G \rangle \Rightarrow_{or} \langle \langle \text{void}, R^I, S, G \rangle \Rightarrow_{sel} \langle \langle h, e^a, \varphi \rangle, R^{II}, S, G \rangle,$$ 
where $R^I = R \cup \{\langle e_1, \varphi \rangle, \langle e_2, \varphi \rangle\}$ and the EvaluationState with the adequate $e_i$ is selected by rule (sel). □

Lemma 2. Let $e$ and $e'$ be two expressions and $\mathcal{R}$ a flat program. For each (not necessarily successful) LNT derivation $e \Rightarrow^*_{\sigma} e'$ in $\mathcal{R}$ which does not use the rule Case Eval, there exists a sequence of MLNT transition steps $(\langle \langle h, e, \varphi \rangle, R, S, G \rangle = st_1 \Rightarrow \ldots \Rightarrow st_k = \langle \langle h', e', \varphi' \rangle, R', S, G' \rangle$ such that there exist a path in $G'$ from $h$ to $h'$ and $\varphi' \circ \sigma' \circ \varphi = \sigma \circ \varphi$, where $\sigma'$ is the composition of edge labels of this path (taken in reverse order).

Proof. If the rule Function Eval has not been used in the LNT derivation, it suffices to apply Lemma 1. Now, let us suppose that Function Eval has been used at least once in the derivation. In this case, the derivation $e = e_1 \Rightarrow_{\sigma_1} e_2 \Rightarrow_{\sigma_2} \ldots \Rightarrow_{\sigma_{n-1}} e_n = e'$ may be expressed:
$$e_1 \Rightarrow_{\varphi^i_1} e_{i_1} \Rightarrow_{\varphi^i_2} e_{i_1+1} \Rightarrow_{\varphi^i_3} e_{i_2} \Rightarrow_{\varphi^i_4} e_{i_2+1} \ldots \Rightarrow_{\varphi^i_k} e_{i_{k+1}} = e_n$$
where $e_{i_j} \Rightarrow_{\varphi^i_{j+1}} e_{i_{j+1}}, j = 1, \ldots, k$ are the only steps where the rule Function Eval has been applied. Therefore, by Lemma 1, the derivations $e_{i_{j+1}} \Rightarrow_{\varphi^i_{j+1}} e_{i_{j+1}}$ are equivalent to MLNT-sequences:
$$\langle \langle h, e_{i_{j+1}}, \rho_j \rangle, R_j, S, G_j \rangle \Rightarrow^* \langle \langle h, e_{i_{j+1}}, \varphi^i_{j+1} \circ \rho_j \rangle, R'_j, S, G_j \rangle$$

Now, it suffices to join these sequences of MLNT transitions by applying the MLNT-rules (goal) and (sel) whenever LNT rule Function Eval has been applied, so that $e_{i_j} \Rightarrow_{\varphi^i_{j+1}} e_{i_{j+1}}$ is associated to $\langle \langle h, e_{i_{j+1}}, \varphi^i_{j+1} \circ \rho_j \rangle, R'_j, S, G_j \rangle \Rightarrow_{goal} \langle \langle \text{void}, R''_j, S, G_j+1 \rangle \Rightarrow_{sel} \langle \langle h_{j+1}, e_{i_{j+1}+1}, \rho_{j+1} \rangle, R_{j+1}, S, G_{j+1} \rangle.$ □

Lemma 3. Let $e$ be an expression, $\mathcal{R}$ a flat program and $e'$ a value. For each LNT derivation $e \Rightarrow^*_{\sigma} e'$ in $\mathcal{R}$, there exists a sequence of MLNT transition steps $(\langle \langle h, e, \varphi \rangle, R, S, G \rangle = st_1 \Rightarrow \ldots \Rightarrow st_k = \langle \langle h', e', \varphi' \rangle, R', S, G' \rangle$ such that there exist a path in $G'$ from $h$ to $h'$ and $\varphi' \circ \sigma' \circ \varphi = \sigma \circ \varphi$, where $\sigma'$ is the composition of edge labels of this path (taken in reverse order).

Proof. The proof proceeds by induction on the number of times the rule Case Eval has been used.
Base case. Lemma 2.

Inductive case. Assume that the LNT derivation has the form
\[ e = e_1 \Rightarrow \sigma_1 \ e_2 \Rightarrow \sigma_2 \ldots \Rightarrow \sigma_{n-1} \ e_n = e' \]
and the rule Case Eval is used in the derivation. There is a maximal subsequence of \( k \) contiguous Case Eval derivations:
\[ e_{i+1} \Rightarrow \sigma_{i+1} \ldots e_{i+k-1} \Rightarrow \sigma_{i+k-1} e_{i+k} \]
where \( e_{i+j} = \text{[f case e^j of {\bar{p}_m \Rightarrow e_m}]}, \ j = 0, \ldots, k \)
Note that \( k < n \) since \( e_n \) is a value and, by the condition of maximality, \( e_k \)
is also a value. Therefore, the sequence
\[ e^1 \Rightarrow \sigma_{i+1} \ e^2 \Rightarrow \sigma_{i+2} \ldots \Rightarrow \sigma_{i+k} e^k \]
is also a successful derivation of length less than \( n \), therefore the induction hypothesis can be applied:
\[ \langle \langle h, e_1, \varphi \rangle, R, S, G \rangle \Rightarrow^* \langle \langle h', e_{i+1}, \varphi' \rangle, R^1, S^1, G^1 \rangle \]
\[ \Rightarrow_{\text{case f}} \langle \langle \text{void}, R^{II}, S^{III}, G^I \rangle \Rightarrow_{\text{sel}} \langle \langle e^1, e^1, \text{id} \rangle, R^{III}, S^{IV}, G^I \rangle \Rightarrow_{\text{Ind. Hypothesis}} \langle \langle h'', e^k, \varphi'' \rangle, R^{IV}, S^{IV}, G^{III} \rangle \Rightarrow_{\text{val}} \langle \langle \text{void}, R^{IV}, S^{IV}, G^{III} \rangle \Rightarrow_{\text{sol}} \langle \langle h'', e_i+k \varphi''' \rangle, R^{IV}, S^{IV}, G^{IV} \rangle \]
such that \( G^{IV} \) contains the path \( e_1, \ldots, e_n \).
\[ \square \]

Proof (of Theorem 1). \[ \langle \langle \text{void}, \{\langle e, e, \text{id} \rangle\}, \emptyset, \emptyset \rangle \Rightarrow_{\text{set}} \langle \langle e, e, \text{id} \rangle, \emptyset, \emptyset, \emptyset \rangle \]
\[ \Rightarrow_{\text{Lemma 3}} \langle \langle h, e', \varphi \rangle, R, S, G' \rangle \Rightarrow_{\text{val}} \langle \langle \text{void}, R, S, G \rangle \]
\[ \square \]

Note that a successful LNT derivation obtains a single solution whereas MLNT can obtain a set of solutions and is complete. Despite these differences, soundness may be formulated as follows:

Theorem 2 (Soundness). Let \( e \) be a goal, \( R \) be a flat program and let \( st_1 = \langle \text{void}, \{\langle e, e, \text{id} \rangle\}, \emptyset, \emptyset, \emptyset \rangle \Rightarrow \ldots \Rightarrow \langle \text{void}, R, S, G \rangle = st_k \) be a sequence of MLNT transition steps. For every path \( e = e_1, \ldots, e_r = e' \) in \( G \) such that \( e' \) is a value and label(\( e_{r-1}, e_r \))\( \circ \cdots \circ \)label(\( e_1, e_2 \)) = \( \sigma \), there exists a successful LNT derivation \( e \Rightarrow_{\sigma} e' \)

Proof. The proof is decomposed in two parts. First, we introduce the notion of restricted subsequence of MLNT transition steps associated to an edge and show how this sequence can be obtained. This sequence allow us to relate MLNT and LNT steps in a more direct manner than the original MLNT sequence\(^4\).

In a second part, we obtain a sequence of LNT steps from the restricted sequence of MLNT transition steps. This part proceeds by induction when MLNT

\(^4\) The sequence of MLNT and LNT steps cannot be related in a direct way for several reasons. On the one hand, some MLNT steps are used to construct parts of the graph which are not needed to obtain the solution \( e' \) (they may be used to construct other solutions). On the other hand, MLNT steps may appear in many different arrangements. For instance, steps associated to different solutions or even to different subgoals might be interleaved.
rules (casef) and (sol) does not appear in the sequence. This special case is a base case for a recursive, constructive, procedure that covers the general case.

Given an edge of $G$, a restricted subsequence\(^5\) of MLNT transition steps $m_1, \ldots, m_p$ associated to this edge is composed by those steps from the original sequence $st_1, \ldots, st_k$ satisfying the following conditions:

- The step is needed to construct the edge assuming that the origin vertex already exists and the EvaluationState associated to the unfolding of this edge is in the set Ready in the first MLNT state of the restricted sequence.
- The steps needed to construct subgoals are not included.

In order to obtain a restricted sequence of an edge, note that only MLNT rules (val) and (goal) update the graph and both create an edge (and the destination vertex, if necessary). This step can be traced back obtaining previous EvaluationStates until a (val) or (goal) rule has been applied. Whenever a (sel) rule is used to obtain an EvaluationState $e$, we need to search for the previous step that put $e$ in the set Ready. If the rule that put $e$ was (sol), we consider the (casef) step that inserted the EvaluationState in Suspended that later was used to create $e$ by (sol).

In the second part of the proof, we will relate a restricted sequence of MLNT steps to the corresponding LNT steps. In a first stage, we prove by induction for sequences where (casef) and (sol) rules have not been applied. We distinguish several cases depending on the applied rule in the first step. We show here only two rules, since they are similar Lemma 1:

**(or)** Since the sequence is restricted, this step is always followed by a (sel) step: $\langle (t, e_1 \text{ or } e_2, \sigma), R, S, G \rangle \Rightarrow_{or} \langle \text{void}, R \cup \{ (t, e_1, \sigma), (t, e_2, \sigma) \}, S, G \rangle \Rightarrow_{sel} \langle (t, e_i, \sigma), R \cup \{ (t, e_j, \sigma) \}, S, G \rangle$ where $i, j \in \{1, 2\}, i \neq j$. The corresponding sequence of LNT steps is a single Case or step: $[e_1 \text{ or } e_2] \Rightarrow_{id} [e_i]$.

**(casev)** This step is also followed by a (sel) step: $\langle (t, f\text{case } x \text{ of } \{ (p_k \rightarrow e_k) \}, \sigma), \sigma \rangle$, $R, S, G \rangle \Rightarrow_{casev} \langle \text{void}, R', S, G \rangle \Rightarrow_{sel} \langle (t, \varphi_i(e_i), \varphi \circ \sigma), R'', S, G \rangle$ where $i \in \{1, \ldots, k\}$. The corresponding sequence of LNT steps is a single Case Guess step: $[f\text{case } x \text{ of } \{ (p_k \rightarrow e_k) \}] \Rightarrow \varphi, [\varphi_i(e_i)]$.

By simple concatenation of the associated LNT steps, we can prove the result for any path in the graph which does not need pairs of (casef) and (sol) rules.

In a second stage, the rules (casef) and (sol) are considered. This part is proved in a constructive manner using recursion. The base case (there are no pairs of (casef) and (sol) rules) is guaranteed because there is a partial dependence relation between goals and subgoals. This case corresponds to the second stage.

Let us consider the transition steps $\langle (h, (f)\text{case } r_1 \text{ of } \{ (p_k \rightarrow e_k) \}, \theta), R, S, G \rangle \Rightarrow_{casef} \langle \text{void}, R', S', G \rangle \Rightarrow_{sol} \langle \text{void}, R'', S'', G' \rangle \Rightarrow_{sel} \langle (h, (f)\text{case } r_j \text{ of } \{ (p_k \rightarrow e_k) \}, \varphi \circ \theta), R''', S''', G' \rangle$ where $r_1 = f(\overline{e_n})$ is a goal. The rule (sol) uses a tuple $\langle \varphi, r \rangle$ given by ObtainSolution which has traversed a path $r_1, \ldots, r_j$ in $G$. By recursion, we obtain a sequence of LNT steps $s_1 \Rightarrow^* s_p$ associated to

---

\(^5\) By subsequence we do not mean contiguous.
\( r_1, \ldots, r_j \). Now, it suffices to create the following LNT steps to obtain the LNT sequence associated to the MLNT transition steps:

\[
(f) \text{case } s_1 \text{ of } \{p_k \rightarrow e_k\} \\
\Rightarrow (f) \text{case } s_2 \text{ of } \{p_k \rightarrow e_k\} \\
\quad \vdots \\
\Rightarrow (f) \text{case } s_p \text{ of } \{p_k \rightarrow e_k\}
\]

and the claim follows. \(\square\)

4 Conclusions

This work presents a non-standard memoizing semantics for functional logic programs (for a class of flat programs, with no loss of generality) and demonstrates the equivalence w.r.t. a standard operational semantics for such programs. This could provide the theoretical basis for a complete sequential implementation of a functional logic language with memoization.

This work considers a pure memoization approach where every goal is memoized. In some situations, memoizing all subgoals is not feasible from a practical point of view. Therefore, an obvious extension is a mixed approach which allows memoizing only some subgoals, as is done in most logic programming systems [18].

Other extensions to this work could consider the computed graph which may be used for other purposes such as partial evaluation [1] and debugging [2].
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Abstract. Pattern matching is an important operation in functional programs. So far, pattern matching has been investigated in the context of structured terms. This paper presents an approach to extend pattern matching to terms without (much of a) structure such as binaries which is the kind of data format that network applications typically manipulate. After introducing a notation for matching binary data against patterns, we present an algorithm that constructs a tree automaton from a set of binary patterns. We then show how the pattern matching can be made adaptive, how redundant tests can be avoided, and how we can further reduce the size of the resulting automaton by taking interferences between patterns into account. The effectiveness of our techniques is evaluated using implementations of network protocols taken from actual telecom applications.

1 Introduction

Binary data are omnipresent in telecom and computer network applications. Many formats for data exchange between nodes in distributed computer systems (MPEG, ELF, PGP keys, yEnc, JPEG, MP3, GIF, ...) as well as most network protocols use binary representations. The main reason for using binaries is size; a binary is a much more compact format than the symbolic or textual representation of the same information. Consequently, less resources are required to transmit binaries over the network.

When binaries are received, they typically need to be processed. Their processing can either be performed in a low-level language such as C (which can directly manipulate these objects), or binaries need to be converted to some non-binary term representation and manipulated by a high-level language such as a functional programming language. The main problem with the second approach is that most high-level languages do not provide adequate support for binary data. As a result, programming tends to become pretty low level anyway (e.g., use of bit-shifts) and the necessary conversion takes time and results in a format which requires more space to be stored. So, both for convenience and of performance considerations, it is frequent that the first approach is followed; despite the fact that this practice is possibly error-prone and a security risk.

Our aim is to make programming of telecom and packet filter applications using high-level languages both easier and more efficient than its counterpart in low-level languages such as C. More specifically, given a functional programming language which has been enriched with a binary data type and a convenient notation to perform pattern matching on binaries, we propose methods to extend a key feature of functional programs, pattern matching, to binary terms.
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Doing so is not straightforward for the following two reasons. First, unlike pattern matching on structured terms where arities and argument positions of constructors are statically known, binary pattern matching needs to deal with the fact that binaries have a totally amorphous structure. Second, typical uses of binaries (e.g. in network protocols) are such that certain parts of the binary (typically its headers) encode information about how many parts the remaining binary contains and how these parts are to be interpreted. An effective binary pattern matching scheme has to effectively cater for these uses.

On the other hand, the potential performance advantages of our approach should be clear: indeed, hand-coded pattern matchers, even in C, can hardly compete with those derived automatically using a systematic algorithm, once the sizes of the patterns becomes significant.

This paper presents an adaptive binary pattern matching scheme, based on decision trees, that is tailored to the characteristics of binaries in typical applications. The reason we use decision trees is that they result in fast execution (since each constraint on the matching is tested at most once).\(^1\) Our implementation is based on the Erlang/OTP system; a system which is used to develop large telecom applications where binary pattern matching allows implementation of network protocols using high-level specifications.

The structure of the rest of the paper is as follows: the next section overviews a notation for matching binary data against patterns. Although the notation is that of Erlang, the ideas behind it are generic. After introducing a definition of what binary pattern matching is (Sect. 3), we present an algorithm that constructs a tree automaton from a set of binary patterns (Sect. 4). We then show how to perform effective pruning (Sect. 4.2), how pattern matching can be made adaptive (Sect. 4.3), how redundant tests can be avoided, and how the size of the resulting automaton can be further reduced by taking interferences between patterns into account (Sect. 5). After reviewing related work (Sect. 6), we evaluate the effectiveness of our techniques (Sect. 7), and conclude.

2 Binaries in Erlang

Erlang’s bit syntax allows the user to conveniently construct binaries and match these against binary patterns. A simplified introduction to Erlang’s bit syntax appears below; for more information, see \[12,17\].

In Erlang, a binary is written with the syntax `<<Seg\(_1\),Seg\(_2\),...,Seg\(_n\)>>` and represents a sequence of machine bits that are byte-aligned. Each of the `Seg\(_i\)`'s specifies a segment of the binary, which represents an arbitrary number of contiguous bits in the binary. Segments are placed next to each other in the same order as they appear in the bit syntax expression.

Each segment expression has the general syntax `Value:Size/Specifiers` where both the `Size` and the `Specifiers` fields can be omitted since there are default values for them; see \[12\]. The `Value` field must however always be specified. In a binary matching expression, the `Value` can either be an Erlang term (of any type) or an unbound variable. The `Size` field, which denotes the number of bits of the segment, can either be statically

\(^1\) However, since the size of the tree automaton is exponential in the worst case, the full version of this paper \[8\] also presents an alternative approach to compiling binary pattern matching which is conservative, and more specifically linear, in space.
an integer or a variable that will be bound to an integer. The Specifiers can be used to specify how the segment should be interpreted (e.g., what is its type). For simplicity of presentation, only integer and binary specifiers will be used in this paper; see [12] for the complete set of specifiers. Moreover, a binary type specifier will mean that this segment is viewed as the tail (i.e., the complete remaining part) of the binary. Binary tail segments will have no explicit size specified for them.

**Binary Matching.** The syntax for matching with a binary if Binary is a variable bound to a binary is $<<\text{Seg}_1,\text{Seg}_2,\ldots,\text{Seg}_n>> =$ Binary. The Value$_i$ fields of the Seg$_i$ expressions, which describe each segment, will be matched to corresponding segments in Binary. For example, if the Value$_1$ field in Seg$_1$ contains an unbound variable and the size of this segment is 16, this variable will be bound to the first 16 bits of Binary.

**Example 1.** As shown below, binaries are often constructed as a sequence of comma-separated unsigned 8 bit integers inside $<<>>$'s, but pattern matching can select parts of binaries whose size is less than a byte long (and actually there are no byte-alignment restrictions). The Erlang code:

$$<<A_1:3/\text{integer}, A_2:5/\text{integer}, B/\text{binary}}>> = <<42,43,44>>$$

results in the binding $A_1=1$, $A_2=10$, $B=<<43,44>>$. Here $A_1$ matches the first three bits. These bits are interpreted as an unsigned, big-endian integer. Similarly, $A_2$ matches the next five bits. $B$ is matched to the rest of the bits of the binary $<<42,43,44>>$. These bits are interpreted as a binary since the segment has this type specifier.

**Example 2.** Size fields of segments are not always statically known. This occurs quite often and complicates the pattern matching operation in our context. The code:

$$<<\text{Sz}:8/\text{integer}, \text{Vsn}:\text{Sz}/\text{integer}, \text{Msg}/\text{binary}}>> = <<16,2,154,11,12>>$$

results in the binding $\text{Sz}=16$, $\text{Vsn}=666$, and $\text{Msg}=<<11,12>>$.

**Example 3.** Naturally, pattern matching against a binary can occur in a function head or in a case statement just like any other matching operation as in the code below:

```erlang
case Binary of
  <<42:8/integer, X1/binary>> -> X = X1, handle1(X);
  <<\text{Sz}:8, \text{Vsn}:\text{Sz}/\text{integer}, \text{X2}/\text{binary}}>> when \text{Sz} > 16 -> X = X2, handle2(V,X);
  <<\text{X}:8, \text{X3}:16/\text{integer}, \text{Y}:8/\text{integer}}>> -> X = X3, handle3(X,Y)
end.
```

Here Binary will match the pattern in the first branch of the case statement if its first 8 bits represented as an unsigned integer have the value 42. In this case, X1 (and later X) will be bound to a binary consisting of the rest of the bits of Binary. If this is not the case, then Binary will match the second pattern if the first 8 bits of Binary interpreted as an unsigned integer are greater than 16. Notice that this is a non-linear and guarded binary pattern. Finally, if Binary is exactly 32 bits long, X (through X3) will be bound to an integer consisting of the second and third byte of the Binary (taken in big-endian order). If neither of the patterns match, the whole match expression will fail. On the right, we show three examples of matchings and a failure to match using this code.

<table>
<thead>
<tr>
<th>Binary</th>
<th>matching of X</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;&lt;42,14,15&gt;&gt;$</td>
<td>$&lt;&lt;14,15&gt;&gt;$</td>
</tr>
<tr>
<td>$&lt;&lt;24,1,2,3,10,20&gt;&gt;$</td>
<td>$&lt;&lt;10,20&gt;&gt;$</td>
</tr>
<tr>
<td>$&lt;&lt;12,1,2,20&gt;&gt;$</td>
<td>258</td>
</tr>
<tr>
<td>$&lt;&lt;0,255&gt;&gt;$</td>
<td>failure</td>
</tr>
</tbody>
</table>
3 Binary Pattern Matching Definitions

We assume the usual definition of when two non-binary terms (integers, compound terms, ...) match. A binary pattern matching is defined by a binary term and a set of binary patterns, which is ordered with respect to the priority of the patterns.

In a binary pattern matching compiler, each binary pattern \( b_i \) consists of a list of segments \([seg_1, \ldots, seg_n]\) and is associated with a success label which is denoted by \( SL(b_i) \). Each segment is represented by a tuple \( \langle v_i, t_i, p_i, s_i \rangle \) consisting of a value, a type, a position, and a size field. The value and type fields contain the term in the Value field and the type Specifier of the corresponding segment, respectively. The size field \( s_i \) represents the Size of the segment in bits. When the size is statically known, \( s_i \) is an integer constant. Otherwise, \( s_i \) is either a variable which will be bound to an integer at runtime, or the special don’t care variable (denoted as \( _\_) \) which is used when the last segment, \( seg_n \), is of binary type without any constraint on its size (cf. the first two binary patterns of Ex. 3). The \( p_i \) field denotes the position where segment \( seg_i \) starts in the binary. If the size values of all preceding segments are statically known, then \( p_i \) is just an integer constant and is defined as \( p_i = \sum_{j=1}^{i-1} s_j \). However, the presence of variable-sized segments complicates the calculation of a segment’s position. In such cases, we will denote \( p_i \)'s as \( c + V \) where \( c \) is the sum of all sizes of preceding segments which are statically known and \( V \) is a symbolic representation of the sum of all \( s_j \) terms of preceding segments whose values are variables. For example, the binary pattern of Ex. 2 is represented as \( \langle Sz, integer, 0, 8 \rangle, \langle Vsn, integer, 8, Sz \rangle, \langle Msg, binary, 8+Sz, _\_ \rangle \).

Each binary pattern corresponds to a sequence of actions obtained by concatenating the actions of its segments. The actions of each segment generally consist of a size and a match test. Each match test includes an associated read action which is to be performed before the actual match test. These are defined below.

**Definition 1 (Size test).** For each segment \( seg_i = \langle v_i, t_i, p_i, s_i \rangle \) of a binary pattern \([seg_1, \ldots, seg_n]\), if \( s_i \neq _\_ \) we associate a size test \( st \) defined as

\[
st = \begin{cases} 
size(=, p_i + s_i) & \text{if } i = n \\
size(\geq, p_i + s_i) & \text{otherwise}
\end{cases}
\]

Given a binary \( b \), \( st \) succeeds if the size of \( b \) in bits is equal to (resp. at least) \( p_i + s_i \).

Note that no size test is associated with a tail binary segment (a segment where \( s_i = _\_ \)). Also, although positions and sizes might not be integer constants statically, in type-correct programs, they will be so at runtime. Thus the second argument of a size test will always be (evaluable to) an integer constant at runtime.

**Definition 2 (Read action).** For a segment \( \langle v, t, p, s \rangle \), the corresponding read action (denoted \( \text{read}(p, s, t) \)) is as follows: given a binary \( b \), the action reads \( s \) bits starting at position \( p \) of \( b \), constructs a term of type \( t \) out of them, and returns the constructed term. When \( s = _\_ \) the action reads the remaining part of the binary.

---

2 The fail labels are implicitly defined by the order of the patterns; the fail labels of every \( b_k, 1 \leq k \leq n - 1 \) point to \( b_{k+1} \) except for the fail label of \( b_n \), which points to a failure action.
Definition 3 (Match test). For a segment \( \langle v, t, p, s \rangle \), a match test (which is denoted \( \text{match}(v, ra) \)) where \( ra \) is the corresponding read action) succeeds if the term \( r \) returned by \( ra \) matches \( v \). If the match test is successful, the variables of \( v \) get bound to the corresponding subterms of \( r \).

Example 4. Action sequences for the three binary patterns in the case statement of Ex. 3 are shown below:

\[
b_1 = \{ \text{size}(\geq, 8), \text{match}(42, \text{read}(0, 8, \text{integer})), \text{match}(X1, \text{read}(8, \text{..}, \text{binary})) \}
\]

\[
b_2 = \{ \text{size}(\geq, 8), \text{match}(Sz, \text{read}(0, 8, \text{integer})), \\
\text{size}(\geq, 8 + Sz), \text{match}(V, \text{read}(8, Sz, \text{integer})), \text{match}(X2, \text{read}(8 + Sz, \text{..}, \text{binary})) \}
\]

\[
b_3 = \{ \text{size}(=, 32), \text{match}(X3, \text{read}(8, 24, \text{integer})), \text{match}(Y, \text{read}(24, 32, \text{integer})) \}
\]

Note that the above action sequences are optimized. Size tests which are implied by other ones have been removed and match tests which do not influence the binary matching have also been eliminated. For example, without any optimizations, \( b_3 \) is:

\[
b_3 = \{ \text{size}(\geq, 8), \text{match}(\_, \text{read}(0, 8, \text{integer})), \\
\text{size}(\geq, 24), \text{match}(X3, \text{read}(8, 24, \text{integer})), \\
\text{size}(=, 32), \text{match}(Y, \text{read}(24, 32, \text{integer})) \}
\]

Since there is a tight correspondence between segments and action sequences, representing a binary pattern using segments is equivalent to representing it using actions. Since actions are what is guiding the binary pattern matching compilation, we henceforth represent binary patterns using action sequences and use the terms binary patterns and action sequences to mean the same thing.

Definition 4 (Static size equality). Two sizes \( s_1 \) and \( s_2 \) are statically equal (denoted \( s_1 = s_2 \)) if they are either the same integer or the same variable.

Definition 5 (Static position equality). Two positions \( p_1 \) and \( p_2 \) are statically equal (denoted \( p_1 = p_2 \)) if their representations are identical (i.e., if they are either the same constant, or they are of the form \( c_1 + V_1 \) and \( c_2 + V_2 \) where \( c_1 = c_2 \) and \( V_1 \) is the same multiset of variables as \( V_2 \)).

Definition 6 (Statically equal read actions). Two read actions \( ra_1 = \text{read}(p_1, s_1, t_1) \) and \( ra_2 = \text{read}(p_2, s_2, t_1) \) are statically equal (denoted \( ra_1 = ra_2 \)) if \( s_1 = s_2 \), \( p_1 = p_2 \), and \( t_1 = t_2 \).

Definition 7 (Size test compatibility). Let \( |b| \) denote the size of a binary \( b \). A size test \( st = \text{size}(op, p + s) \) where \( op \in \{=, \geq\} \) is compatible with a binary \( b \) (denoted \( st \sqsubseteq b \)) if \( (p + s) \  op \ |b| \). If the condition does not hold, we say that the size test is incompatible with the binary (\( st \not\sqsubseteq b \)).

Definition 8 (Match test compatibility). Let \( ra = \text{read}(p, s, t) \) be a read action. A match test \( mt = \text{match}(v, ra) \) is compatible with a binary \( b \) (denoted \( mt \sqsubseteq b \)) if \( ra \) (or more generally a read action which is statically equal to \( ra \)) has been performed and the sub-binary of size \( s \) starting at position \( p \) of \( b \) when read as a term of type \( t \) matches with the term \( v \). If the term \( v \) does not match, we say that the match test is incompatible with the binary (\( mt \not\sqsubseteq b \)).
We can now formally define what binary pattern matching is. In the following definitions, let $B$ denote a set of binary patterns ordered by their textual priority.

**Definition 9 (Instance of binary pattern).** A binary $b$ is an instance of a binary pattern $b_i \in B$ if $b$ is compatible with all the tests of $b_i$.

**Definition 10 (Binary pattern matching).** A binary pattern $b_i \in B$ matches a binary $b$ if $b$ is an instance of $b_i$ and $b$ is not an instance of any $b_j \in B, j < i$.

4 From a Set of Binary Patterns to a Tree Automaton

The construction of the tree automaton begins with an ordered set of $k$ binary patterns which have been transformed to the corresponding action sequences $B = \{b_1, \ldots, b_k\}$. The construction algorithm, shown below, builds the tree automaton for $B$ and returns its start node. Each node of the automaton consists of an action and two branches (a success and a failure branch) to its children nodes. In interior nodes, the action is a test. In leaf nodes, the action is a goto a success label, or a failure action.

Given an action $a$ and a set of action sequences $B$, the action implicitly creates two sets, $B_s$ and $B_f$. Action sequences in $B_s$ are sequences from $B$ that either do not contain $a$, or sequences which are created by removing $a$ from them. $B_f$ are action sequences from $B$ that do not contain $a$. These two sets are driving the construction of the tree automaton. More specifically, the success and failure branches of an interior node point to subtrees that are created by calling the construction algorithm with $B_s$ and $B_f$, respectively.

The tree automaton operates on an incoming binary $b$. The algorithm that constructs the tree is quite straightforward. A given node $u$ corresponds to a set of patterns that could still match $b$ when $u$ has been reached. If this set is empty, then no match is possible and a fail leaf is created (lines 2–3). When there are still patterns which can match, the action sequence of the highest priority pattern ($b_0$) is examined. If it is now empty, then a match has been found (lines 5–7). Otherwise, the select action procedure chooses one of the remaining actions $a$ (a size or match test) from an action sequence in $B$. This is the action associated with the current node. Based on $a$, procedures prune_compatible and prune_incompatible construct the $B_s$ and $B_f$ sets described above. The success and failure branches of the node are then obtained by recursively calling the construction algorithm with $B_s$ and $B_f$, respectively (lines 9–14).

---

**Procedure Build($B$)**

1. $u := \text{new node}()$
2. if $B = \emptyset$ then
3. $u$.action := \text{failure}
4. else
5. $b_0 :=$ the action sequence of the highest priority pattern in $B$
6. if current_actions($b_0$) = $\emptyset$ then
7. $u$.action := goto($SL(b_0)$)
8. else
9. $a := \text{select action}(B)$
10. $u$.action := $a$
11. $B_s := \text{prune_compatible}(a, B)$
12. $u$.success := Build($B_s$)
13. $B_f := \text{prune_incompatible}(a, B)$
14. $u$.fail := Build($B_f$)
15. return $u$
The `select_action` procedure controls the traversal order of patterns, making the pattern matching adaptive. It is discussed in Sect. 4.3. The `prune_*` procedures can be more effective in the amount of pruning that they perform. This is discussed in Sect. 4.2.

Notice that the match tests naturally handle non-linearity in the binary patterns. Also, although not shown here, it is quite easy to extend this algorithm to allow it to handle guarded binary patterns. The only change that needs to be made is to add guard actions to the action sequences.

### 4.1 Complexity

The worst case for this algorithm is when no conclusions can be drawn to prune actions and patterns from $B$. In this case, the size of the constructed tree automaton is exponential in the number of actions (segments) in a pattern. The time complexity for the worst case path through this tree is linear in the total number of segments.

### 4.2 Pruning

Let $a$ be an action of a node. Based on $a$, procedure `prune_compatible` creates a pruned set of action sequences by removing $a$ (or more generally actions which are implied by $a$) and action sequences which contain a test $a'$ that will fail if $a$ succeeds. Similarly, procedure `prune_incompatible` creates a pruned set of action sequences by removing action sequences which contain a test $a'$ that will fail if $a$ fails, and actions that succeed if $a$ fails. The functionality of these procedures can be described as follows:

- $\text{prune\_compatible}(a, B)$ Removes all actions from action sequences in $B$ which can be proven to be compatible with any binary $b$ such that $a \sqsubseteq b$ and all action sequences that contain an action which can be proven to be incompatible with any binary $b$ such that $a \not\sqsubseteq b$.
- $\text{prune\_incompatible}(a, B)$ Removes all actions from action sequences in $B$ which can be proven to be compatible with any binary $b$ such that $a \not\sqsubseteq b$ and all action sequences that contain an action which can be proven to be incompatible with any binary $b$ such that $a \sqsubseteq b$.

**Size test pruning.** Using size tests to prune the tree automaton for binary pattern matching is similar to switching on the arity of constructors when performing pattern matching on structured terms. If $\leq$ were the only comparison operator in size tests, the similarity would be exact. Since in binary pattern matching the size test operator can also be $\geq$ and sizes of segments might not be statically known, the situation in our context is more complicated.

To effectively perform size test pruning we need to setup rules that allow us to infer the compatibility or incompatibility of some size test $st_1$ with any binary $b$ given that another size test $st_2$ is either compatible or incompatible with $b$.

In order to construct these rules we need to describe how size tests can be compared at compile time. Consider a size test, $st = \text{size}(op, se)$ where $op$ is a comparison operator and $se$ a size expression. In the general case, the size expression will have the form $c+V$
Let \( c \) is a constant and \( V \) is a multiset of variables. The following definition of how to statically compare size expressions is based on what can be inferred about two different size expressions \( c_1 + V_1 \) and \( c_2 + V_2 \), assuming that during run-time, all variables in \( V_1 \) and \( V_2 \) will be bound to non-negative integers (or else a runtime type exception will occur).

**Definition 11 (Comparing size expressions statically).** Let \( se_1 = c_1 + V_1 \) and \( se_2 = c_2 + V_2 \) be two size expressions.

- \( se_1 \) is statically equal to \( se_2 \) (denoted \( se_1 = se_2 \)) if \( c_1 = c_2 \) and \( V_1 \) is the same multiset as \( V_2 \);
- \( se_1 \) is statically bigger than \( se_2 \) (denoted \( se_1 > se_2 \)) if \( c_1 > c_2 \) and \( V_1 \) is a superset of \( V_2 \);
- \( se_1 \) is statically bigger or equal to \( se_2 \) (denoted \( se_1 ≥ se_2 \)) if \( se_1 > se_2 \) or \( se_1 = se_2 \) or \( c_1 = c_2 \) and \( V_1 \) is a superset of \( V_2 \);
- \( se_1 \) is statically different than \( se_2 \) (denoted \( se_1 ≠ se_2 \)) if either \( se_1 > se_2 \) or \( se_1 < se_2 \).

Let \( b \) be any binary such that a size test \( st ⊑ b \) (is compatible with \( b \)). In the \texttt{prune\_compatible}\((st, B)\) procedure we want to prune all size tests \( st_i \) such that \( st_i \) is contained in some action sequence in \( B \) and \( st_i ⊑ b \). We also want to prune all action sequences in \( B \) that contain a size test \( st_j \) such that \( st_j ⊏ b \). If \( st = \text{size}(op, se) \) and \( st_i = \text{size}(op_i, se_i) \) then Table 1(a) presents the conclusion which can be drawn about the compatibility of \( st_i \) with \( b \) given values for \( op \) and \( op_i \) and a static comparison of size expressions \( se \) and \( se_i \).

Now let \( b \) be any binary such that a size test \( st ⊏ b \) (is incompatible with \( b \)). The \texttt{prune\_incompatible}\((st, B)\) procedure will prune all action sequences in \( B \) that contain a size test \( st_i \) such that \( st_i ⊏ b \). Table 1(b) presents when it is possible to infer this size test incompatibility given values for \( op \), \( op_i \), and a static comparison of \( se \) and \( se_i \).

The following example illustrates size test pruning.

**Example 5.** Let \( st = \text{size}(=, 24 + Sz) \) and \( B = \{b_1, b_2, b_3, b_4\} \) where:

\[
\begin{align*}
b_1 & = \{\text{size}(=, 24 + Sz), a_{1,2}, \ldots, a_{1,n_1}\} \\
b_2 & = \{\text{size}(≥, 24), a_{2,2}, \ldots, a_{2,n_2}\} \\
b_3 & = \{\text{size}(=, 16), \ldots\} \\
b_4 & = \{\text{size}(≥, 32 + Sz), \ldots\}
\end{align*}
\]
and let $a_{i,j}$ be actions whose size expressions cannot be compared with the size expression of $st$ statically. Then $\text{prune\_compatible}(st, B) = \{b'_1, b'_2\}$ where $b'_1 = \{a_{1,2}, \ldots, a_{1,n_1}\}$, and $b'_2 = \{a_{1,2}, \ldots, a_{2,n_2}\}$. Why the size test $st$ is removed from $b_1$ should be obvious. In $b_2$, the size test $\text{size}(\geq 24)$ is implied by $st$ (see third row of Table 1(a)) and is removed. Sequences $b_3$ and $b_4$ each contain a size test which is false if $st$ succeeds (this is found by looking at rows six and four of Table 1(b)) and are pruned. We also have that $\text{prune\_incompatible}(st, B) = \{b_2, b_3, b_4\}$.

**Match test pruning.** A simple form of match test pruning can be based on the concept of similarity. Let $b$ be a binary and $mt_1 = \text{match}(v_1, ra_1)$ and $mt_2 = \text{match}(v_2, ra_2)$ be two match tests whose read actions $ra_1$ and $ra_2$ are statically equal. If $v_1 = v_2$, then we have the following rules:

$$mt_1 \sqsubseteq b \Rightarrow mt_2 \sqsubseteq b$$

$$mt_1 \not\sqsubseteq b \Rightarrow mt_2 \not\sqsubseteq b$$

If both $v_1$ and $v_2$ are constants and $v_1 \neq v_2$, we get the additional rule:

$$mt_1 \sqsubseteq b \Rightarrow mt_2 \not\sqsubseteq b$$

In Sect. 5.3 we describe how to extract more information from the success or failure of a match test by taking interference of actions into account. Doing so, increases the effectiveness of match test pruning.

### 4.3 Selecting an Action

The $\text{select\_action}$ procedure controls the traversal order of actions and makes the binary pattern matching adaptive. It also allows discussion of the binary matching algorithm without an $a$ priori fixed traversal order.

For the binary pattern matching problem, there are constraints on which actions can be selected from the action sequences. A size test can not be chosen unless its size expression can be evaluated to a constant. Similarly, match tests whose read actions have a yet unknown size cannot be selected. More importantly, a match test cannot be selected unless all size tests which precede it have either been selected or pruned. This ensures the safety of performing the read action which a match test contains: otherwise a read action could access memory which lies outside the memory allocated to the binary.

What we are looking for is to select actions which perform effective pruning and thus make the size of the resulting tree automaton small. Since both constructing an optimal decision tree and a minimal order-containing pruned trie are NP-complete problems [9, 5], we employ heuristics. One such heuristic is to select an action which makes the size of the success subtree of a node small. Such actions are defined below.

**Definition 12 (Eliminators).** Let $B = \{b_1, \ldots, b_k\}$ be a set of action sequences. A test $\alpha$ (of some $b_j \in B$) is an eliminator of $m$ sequences if exactly $m$ members of $B$ contain a test which will not succeed if $\alpha$ succeeds. A test $\alpha$ is a perfect eliminator if it is an eliminator of $k - 1$ sequences. A test $\alpha$ is a good eliminator if it is an eliminator of $m$ sequences and for all $l > m$ there do not exist eliminators of $l$ sequences.
So, what we are looking for is good eliminators; ideally, for perfect ones. If a perfect eliminator exists each time the `select_action` procedure is called, then the size of the tree automaton will be linear in the total number of actions. Also, the height of the tree (which controls the worst time it takes to find a matching) will be no greater than the number of patterns plus the maximum number of actions in one sequence.

In the absence of perfect eliminators, the heuristics below can be used. Some of them reduce the size of the tree and some the time needed to find a matching.

**Eliminator** A good eliminator is chosen. As a tie-breaker, a top-down, left-to-right order of selecting good eliminators is followed.

**Pruning** The action which minimizes the size of the sets of action sequences returned by the `prune_*` procedures is chosen. A top-down, left-to-right order is used as a tie-breaker.

**Left-to-Right** This is the commonly used heuristic of selecting actions in a top-down, left-to-right fashion. This heuristic does not result in adaptive binary pattern matching, but on the other hand it is typically effective as the traversal order is the one that most programmers would expect (and often program for!); see also [13].

## 5 Optimizations

The algorithm presented in Sect. 4 is quite inefficient when it comes to the size of the resulting tree automaton. We now present some optimizations that can decrease its size; often very effectively.

### 5.1 Generating Shorter Action Sequences

Simple ways to avoid unnecessary work are to eliminate size tests which are implied by other ones and to not generate match tests (and their corresponding read actions) for variables that are unused. We have already shown these optimizations in Ex. 4. Another easy way to make the tree more compact is to preprocess the original binary patterns so that they contain fewer segments. Two adjacent segments with constant terms as values can be coalesced into one so that only one match test is generated for them. For example, the pattern `<<0:8, 1:8, B/binary>>` can be source-transformed to the equivalent binary pattern `<<1:16, B/binary>>`.

### 5.2 Turning the Tree Automaton into a DAG

Creating a directed acyclic graph (DAG) instead of a tree is a standard way to decrease the size of a matching automaton. One possible choice is to construct the tree automaton first, and then use standard FSA minimization techniques to create the optimal DAG. This is however impractical, since it requires that a tree automaton of possibly exponential size is first constructed. Instead, we can use a concept similar to memoization to construct the DAG directly. We simply remember the results we got from calling the `Build` procedure, and if the procedure is called again with the same input argument we return the subtree that was constructed at that time.
Turning a tree into a DAG does not affect the time it takes to perform binary pattern matching. This is evident since the length of paths from the root to each leaf is not changed. It is difficult to formalize the size reduction obtained by this optimization, as it depends on the characteristics of the action sequences and its interaction with action pruning. In general, the more the pruning that the selected actions perform, the harder it is to share subtrees. However, in our experience, turning the tree into a DAG is an effective size-reducing optimization in practice.

### 5.3 Pruning Based on Interference of Match Tests

Pruning based on match tests (Sect. 4.2) takes place when two match tests contain read actions which are statically equal. We can increase the amount of pruning performed based on match tests by taking interferences between match tests into account. Consider the following example:

**Example 6.** In binary patterns \(b_1 = \text{<<Sz:4,0:12,X: Sz>>} \) and \(b_2 = \text{<<255:8,...>>} \) there are not any statically equal read actions in match tests. However, it is clear that if the match test associated with the second segment of \(b_1\) succeeds, then \(b_2\) cannot possibly match the incoming binary. This is because these match tests interfere. The notion is formalized below.

**Definition 13 (Interference).** Let \(p_1\) and \(p_2\) be statically known positions and \(p_1 \leq p_2\). Also, let \(s_1\) and \(s_2\) be statically known sizes. Match tests \(\text{match}(v_1, \text{read}(p_1, s_1, t_1))\) and \(\text{match}(v_2, \text{read}(p_2, s_2, t_2))\) interfere if \(p_1 + s_1 > p_2\). Their common bits are bits in the range \([p_2, \ldots, \min(p_2 + s_2, p_1 + s_1)]\).

For pruning purposes, the concept of interfering match tests is only interesting when both terms \(v_1, v_2\) of the match tests are known. Let us denote the common bits of \(v_1\) and \(v_2\) by \(v'_1\) and \(v'_2\), respectively.

**Definition 14 (Enclosing match test).** Let \(mt_1 = \text{match}(v_1, \text{read}(p_1, s_1, t_1))\) and \(mt_2 = \text{match}(v_2, \text{read}(p_2, s_2, t_2))\) be two match tests which interfere and let \(p_1 \leq p_2\). We say that \(mt_1\) encloses \(mt_2\) (denoted \(mt_1 \supseteq mt_2\)) if \(p_1 + s_1 \geq p_2 + s_2\).

Let \(mt_1\) and \(mt_2\) be match tests which interfere and \(v'_1\) and \(v'_2\) be their common bits. Then \(mt_2\) will be:

1. compatible with all binaries that \(mt_1\) is compatible with if \(v'_1 = v'_2\) and \(mt_1 \supseteq mt_2\);
2. incompatible with all binaries that \(mt_1\) is compatible with if \(v'_1 \neq v'_2\);
3. incompatible with all binaries that \(mt_1\) is incompatible with if \(mt_2 \supseteq mt_1\) and \(v'_1 = v'_2\).

The first two rules can be used in the \(\text{prune\_compatible}(mt_1, B)\) procedure to prune interfering match tests. Similarly, the last rule can be used to guide the pruning in the \(\text{prune\_incompatible}(mt_1, B)\) procedure.
5.4 Factoring Read Actions

To ease exposition of the main ideas, we have thus far presented read actions as tightly coupled with match actions although they need not really be. Indeed, read actions can appear in the action field of tree nodes. Such tree nodes need a success branch only (their failure branch is null). With this as the only change, read actions can also be selected by the select_action procedure, statically equal read actions can be factored, and read actions can be moved around in the tree (provided of course that they are still protected by the size test that makes them safe).

Since, especially in native code compilers, accessing memory is quite expensive, one important optimization is to avoid unnecessary read actions. This can be done if there is a read action that is statically equal to a read action which has already been performed. Then the result of the first read action can be saved in some temporary register, and the second read action can be replaced by a use of that register. Our experience is that in practice this optimization significantly reduces the time to perform binary pattern matching.

Also, to reduce code size, standard compiler techniques like code hoisting can be used to move a read action to a node in the tree where a statically equal read action will be performed on all successful paths from that node to a leaf. These read actions can then be removed, reducing the code size.

6 Related Work

In functional languages, compilation schemes for efficient pattern matching over structured terms have been developed and deployed for more than twenty years. Their main goal has been to make the right trade-off between time and space costs. The backtracking automaton approach [1,15] is a priori economical in space usage (because patterns never get compiled more than once) but is inefficient in time (since the same symbols can be inspected several times). This is the approach used in implementations of typed functional languages such as Caml and Haskell. In the context of the Objective-Caml compiler, [10] suggested using exhaustiveness and incompatibility characteristics of patterns to improve the time behavior of backtracking automata. Exhaustiveness is only applicable when constructor-based type definitions are available, and thus cannot be used in binary pattern matching. In our context, a kind of incompatibility-based pruning is obtained by taking advantage of match test interference (Sect. 5.3).

Deterministic tree automata approaches have been proposed before; e.g. [3,14]. Such tree-based approaches guarantee that no constructor symbol is inspected twice, but doing so leads to exponential upper bounds on the automaton size. One way of dealing with this problem is to try to construct an optimal traversal order to minimize the size of the tree. However, since the optimization problem is NP-complete, [3] argues that heuristics should be employed to find near-optimal trees. In the same spirit, [14] also suggests several different heuristics to synthesize an adaptive traversal order that results in a tree automaton of small size. To further decrease the size of the automaton they generate a directed acyclic graph (DAG) automaton by sharing all isomorphic subtrees. Finally, [13] also examines several different match-compilation heuristics (including those of [3,14]).
and measures their effects on different benchmarks. However, all these works heavily rely on being able to do a constructor-based decomposition of patterns, and to inspect terms in positions which are known statically.

By exploiting the foreign language interface, an API for a bit stream data structure for Haskell is introduced in [16]. Pattern matching on these bit streams is however not explored. Some of the techniques presented here could likely be used to implement pattern matching on bit streams for Haskell which would allow for a less imperative style of programming. There are however some fundamental differences between our work and [16] as the lazy setting of [16] might restrict the traversal order of tests.

Several packet filtering frameworks have been developed by the networking community. Some of them, e.g., PathFinder [2], DPF [6] and BPF+ [4], use the backtracking automaton approach to pattern matching to filter packets. To achieve better performance common prefixes are collapsed in [2,6]. In contrast, [4] employs low level optimizations such as redundant predicate elimination to produce efficient pattern matching code. As far as we know, the tree automaton approach to pattern matching compilation has not been used in packet filters. We intend to investigate the effectiveness of our scheme in a packet filter setting. Finally, [11] proposes an external type system for packet data which allows for type checking of packets and suggests a scheme to use pattern matching based on type refinement to construct efficient packet filters.

7 Some Experiments

In [7], we presented a scheme for efficient just-in-time compilation of BEAM instructions that manipulate binaries to native code. On a set of benchmarks, when executing native code but without pattern matching compilation, speedups ranging from 20% to four times faster compared with BEAM were obtained. With [7] providing an efficient basis for compiling binary instructions to native code, and with adaptive pattern matching complementing nicely that work, we felt there is no need to do extensive benchmarking in this paper. We just report on two issues.

7.1 Impact of Pruning Heuristics and Optimizations

As benchmark programs we selected three different (parts of) actual protocol applications that perform binary pattern matching. The BER-decode matching code is quite complicated; it contains 14 different patterns and 10 distinct read actions. BS-extract contains just 4 patterns and 11 distinct read actions (each pattern contains a perfect eliminator; adaptive selection is required to benefit from it). The PPP-config matching code contains 8 different patterns and 7 distinct read actions. Using these benchmarks, we measured the impact of different heuristics used in the select_action function. The Eliminator, Pruning, and Left-to-Right heuristics are as described in Sect. 4.3. Both size (the number of nodes in the resulting DAG) and two time-related aspects of the heuristics are reported: the average (resp. maximum) height of the DAG measured as the average length of paths (resp. longest path) from a start node to a leaf node.

3 BEAM is the virtual machine of the Erlang/OTP (Open Telecom Platform) system. Native code compilation of binaries is available in Erlang/OTP since Oct. 2002; see www.erlang.org.
Table 2. Impact of heuristics and optimizations.

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>BER-decode</th>
<th>BS-extract</th>
<th>PPP-config</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eliminator</td>
<td>101</td>
<td>15.30</td>
<td>17</td>
</tr>
<tr>
<td>Pruning</td>
<td>74</td>
<td>14.31</td>
<td>17</td>
</tr>
<tr>
<td>Left-to-Right</td>
<td>78</td>
<td>14.36</td>
<td>17</td>
</tr>
<tr>
<td>Read Hoisting</td>
<td>66</td>
<td>15.50</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 3. Comparison between programs manipulating binary data written in C and in Erlang.

<table>
<thead>
<tr>
<th>Program written in</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>C returning its result as a binary</td>
<td>2220</td>
</tr>
<tr>
<td>Erlang using binary pattern matching</td>
<td>2580</td>
</tr>
<tr>
<td>C returning its result as an Erlang term</td>
<td>4110</td>
</tr>
<tr>
<td>Erlang processing the data in the binary represented using a list of integers</td>
<td>41060</td>
</tr>
</tbody>
</table>

In Table 2, the Read Hoisting row refers to an optimization which aggressively uses code hoisting to move read actions up to a node if statically equal read actions exist on at least two paths from that node. Therefore this optimization yields tree automata that are small in size. However, the time properties of these automata are rarely better and actually sometimes worse than those for automata created using the Left-to-Right heuristic. The Eliminator and Pruning heuristics give similar time characteristics for these benchmarks, but it seems that the Pruning heuristic yields automata which are both small in size and with better matching times. As optimizing for time is our current priority, we find the Pruning heuristic to be the most suitable choice. We are currently using it as default.

7.2 Speed of Binary Pattern Matching in Erlang

Speed is critical in programs implementing telecom and network protocols. It is quite common for developers to resort to low-level languages such as C in order to speed up the time-critical parts of their applications, and indeed manipulating bit sequences is considered C’s bread and butter. So, we were curious to know how well binary pattern matching in Erlang compares with manipulating binaries in C.

We found four different versions of the same program whose input is a binary. The benchmark is taken from the ASN.1 library available in the Erlang/OTP distribution. Two versions written in C exist: one which is a stand alone program (first row of Table 3) and one which is used as a linked in C-driver in an application which is otherwise written in Erlang. The latter thus needs to return its output in the form of an Erlang term, and a translation step takes place as the last step of the C program. The other two versions are written completely in Erlang: one manipulates its input as a binary, performs binary pattern matching and returns a result as an Erlang term for further processing, while the last version receives its input as a list of integers (a representation which could be a reasonable choice if binaries were not part of the language).
As seen in Table 3, showing times in msecs, the stand-alone C program (compiled using gcc -O3) is the fastest program but is only about 15% faster than the ERLANG code using adaptive binary pattern matching. When the rest of the application is written in ERLANG, and a translation step in needed for the C program to be used as a linked-in driver, the ERLANG code with binary pattern matching is about 60% faster. Using a list of integers representation rather than a binary data type results in a program with a rather poor performance. It should be mentioned that the ERLANG programs have been run with a rather large heap to avoid garbage collections (which C does not perform).

8 Concluding Remarks

From the performance data in Table 3, it should be clear that enriching a functional programming language with a binary data type and implementing a binary pattern matching compilation scheme such as the ones described in this paper are additions to the language which are worth their while. Indeed, since 2000 when a notation for binary pattern matching was introduced to ERLANG [12], binaries have been heavily used in commercial applications and programmers have often found innovative uses for them.

Our adaptive binary pattern matching compilation scheme will soon find its way into Erlang/OTP R10 (release 10) from Ericsson, and ERLANG programmers will no doubt benefit from it. However, the ideas we presented are generic and as we have shown there is nothing that prevents binaries from being first-class citizens in declarative languages. For this reason, we hope that other high-level programming languages, which employ pattern matching, will also benefit from them.
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Abstract. We propose a new method for the static analysis of entity authentication protocols. We develop our approach based on a dialect of the spi-calculus as the underlying formalism for expressing protocol narrations. Our analysis validates the honest protocol participants against static (hence decidable) conditions that provide formal guarantees of entity authentication. The main result is that the validation of each component is provably sound and fully compositional: if all the protocol participants are successfully validated, then the protocol as a whole guarantees entity authentication in the presence of Dolev-Yao intruders.

1 Introduction

Security protocols are designed to provide diverse security guarantees in possibly hostile environments: typical guarantees include the secrecy of a message exchange between two trusted entities, the freshness and authenticity of a message, the authenticity of a claimed identity, . . . and more. The presence of hostile entities makes protocol design complex and often error prone, as shown by many attacks to long standing protocols reported in the literature (see, e.g., [10,13,20,25,26]). In most cases, such attacks dwell on flaws in the protocols’ logic, rather than on breaches in the underlying cryptosystem. Indeed, even when cryptography is assumed as a fully reliable building-block, an intruder can engage a number of potentially dangerous actions, notably, intercepting/replaying/forging messages, to break the intended protocol invariants. Formal methods have proved very successful as tools for protocol design and validations. On the one hand, failures to model-check protocols against formal specifications have lead to the discovery of several attacks (see, e.g., [24,26]). On the other hand, static techniques, based on type systems and control-flow analyses have proved effective in providing static guarantees of correctness [1,2,5,16,17].

Overview and main results. Static analysis is also at the basis of our present technique: we target the analysis of (shared-key) entity authentication protocols, i.e. protocols that enable one entity to prove its presence and claimed identity to a remote party [14,22]. Our approach is based on a new tagging mechanism for messages that we introduce to support an analysis of the role that certain message components play in the authentication protocol. Based on that, and drawing on our earlier work in [8], we formulate a set of decidable conditions on the protocols’ executions that imply formal

* Work partially supported by MIUR project ‘Modelli formali per la sicurezza’ and EU Contract IST-2001-32617 ‘Models and Types for Security in Mobile Distributed Systems’ (MyThS).
guarantees of entity authentication for a large class of protocols. Interestingly, such conditions may be checked by means of a static, and fully compositional, analysis that inspects the protocol participants and the structure of the tagged messages they exchange. The analysis is carried out in isolation on each participant: each validated principal is decreed locally correct. Our main result, then, is a safety theorem stating that protocols composed of locally correct principals are safe, i.e., immune to attacks mounted by any protocol intruder. The safety theorem relies critically on the assumption that the messages exchanged in the protocol are tagged: hence our tags play a static as well as a dynamic role, and the safety theorem assumes that the semantics of protocols is itself tagged. While this may be seen as a limitation, our tagging mechanism turns out to be less demanding than those employed to resolve message ambiguities in many existing protocol implementations (cf. §6).

We formalize our technique in a new process calculus, named \( \rho \)-spi, that we use to specify the authentication protocols of interest: \( \rho \)-spi is a dialect of the spi-calculus \cite{spi} and includes a set of authentication-specific constructs inspired by the process calculus Lysa \cite{lys}. Our approach appears interesting in several respects:

\( (i) \) The compositional nature of the analysis makes it applicable for validating unboundedly many protocol sessions: a safety proof for one protocol session is also a safety proof for an unbounded number of sessions;

\( (ii) \) The only human effort needed for the analysis is the encoding of the protocol narration in \( \rho \)-spi, which in turn requires one to identify the correct tags for the ciphertext components. On the one hand, this is a relatively straightforward task; on the other hand, we argue that stating the purpose of message components explicitly in the tags represents a good practice for the design of robust protocols.

\( (iii) \) Even though we focus on shared-key authentication protocols, our approach is fairly general and can easily be extended to deal with a wider class of authentication protocols (e.g. based on public-key cryptography).

**Structure of the paper.** §2 motivates and illustrates our mechanism for the tagging of messages. §3 introduces \( \rho \)-spi and its operational semantics. §4 gives a formal description of our static analysis, and its main properties. §5 illustrates the analysis with a simple example. §6 concludes the presentation with final remarks.

### 2 Tagged Messages

A typical source of flaws in security protocols, and specifically in authentication protocols, is a poor interpretation of messages, by which certain messages are believed to convey more guarantees than they actually do. Prudent protocol engineering principles \cite{prudent} suggest instead that “every message should say what it means, i.e., its interpretation should depend only on its content”. A simple instance of a message exchange that fails to comply with this principle is the one-step protocol \( A \rightarrow B : \{ M \}_{K_{AB}} \). Here Alice is sending to Bob the message \( M \) encrypted with a long-term key shared between them.

---

\footnote{We implicitly appeal to a Dolev-Yao intruder model \cite{dy}: intruders may intercept, reply and forge new messages, but never decrypt messages without knowing the corresponding keys.}
When Bob receives the message, he could be misled into believing that the message has been generated by Alice since it is encrypted with a key that only Alice (besides Bob himself) knows. However, this is not true if Bob previously ran the same protocol with Alice (with exchanged roles). In that case, the following, well-known, reflection attack could be exploited by an intruder $E$:

\[
\begin{align*}
  a) & \quad B \rightarrow E(A) : \{M\}_{K_{AB}} \quad \quad \quad b) \quad E(A) \rightarrow B : \{M\}_{K_{AB}}
\end{align*}
\]

In the first run $a$, $E$ pretends to be $A$ (denoted with $E(A)$) and intercepts the message sent by Bob; in the second run $b$, $E(A)$ replays the same message back to Bob. As a consequence, $B$ erroneously interprets his own message as sent by Alice. The problem is that Bob is assuming that the message has been generated by Alice without that being explicitly indicated in the message. A simple solution is to provide this additional information within the message, as in $A \rightarrow B : \{A, M\}_{K_{AB}}$, where the first component now signals that $A$ is the ‘claimant’ of the protocol. Our approach is best understood as a generalization of this idea: we envision a tagging mechanism for messages that makes the interpretation of certain, critical message components unambiguous. The untagged part of a message forms the message’s payload, while the tagged components include entity identifiers, tagged with Id, session keys, tagged with Key, and nonces (quantities generated for the purpose of being recent, or fresh). Nonce tags are more elaborate, as they convey information on the role that nonces play in the authentication protocol: Claim, in messages authenticating a claimant, Verif, in messages specifying an intended verifier, or Owner in messages authenticating a session key.

To motivate, consider a message $\{A, N, M\}_{K_{BS}}$ encrypted under a long-term key $K_{BS}$ shared by a principal $B$ and a server $S$. A naive tagging of this message, such as one signaling that $A$ is an identifier, $N$ a nonce, and $M$ the payload would still leave several, reasonable, interpretations of the function of this message: (i) $B$ is asking $S$ to authenticate with $A$; (ii) $S$ is telling $B$ that $A$ wants to authenticate with him; and (iii) $S$ is telling $B$ that $M$ is or contains a fresh session key shared with $A$. Our nonce tags eliminate such ambiguity: the tagging $\{A : Id, N : Claim, M\}_{K_{BS}}$ enforces interpretation (i), while the taggings $\{A : Id, N : Verif, M\}_{K_{BS}}$ and $\{A : Id, N : Owner, M : Key\}_{K_{BS}}$ enforce interpretations (ii) and (iii), respectively.

### 3 The $\rho$-Spi Calculus

The $\rho$-spi calculus derives from the spi calculus [2], and inherits many of the features of Lysa, a version of the spi calculus proposed in [5] for the analysis of authentication protocols. $\rho$-spi differs from both calculi in several respects: it incorporates the notion of tagged message exchange from [8], it provides new authentication-specific constructs, and primitives for declaring process identities and (shared) long-term keys.

**Syntax.** The syntax of the calculus is presented in Table 1. We presuppose two countable sets: $\mathcal{N}$, of names and $\mathcal{V}$ of variables. We reserve $a, b, k, m, n$ for names and $x, y, z$ for variables. Both names and variables can be tagged, noted $n : C$ and $x : C$, respectively. Tags, denoted by $C$, are a special category of names and include roles (the three special names Claim, Owner, Verif), the identity tag Id and the session key tag Key. Identities
Table 1. The syntax of $\rho$-spi calculus.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P, Q ::= Processes$</td>
<td>Processes (or protocols) ranged over by $P, Q$ are formed as parallel composition of principals.</td>
</tr>
<tr>
<td>$I \triangleright S$</td>
<td>(principal)</td>
</tr>
<tr>
<td>$I \triangleright ! S$</td>
<td>(replication)</td>
</tr>
<tr>
<td>$P \mid Q$</td>
<td>(composition)</td>
</tr>
<tr>
<td>$\text{let } k = \text{key}(I_1, I_2).P$</td>
<td>(key assignment)</td>
</tr>
</tbody>
</table>

| $S ::= Sequential processes$ | Sequential processes |
| $0$ | (nil) |
| $\text{in}(D_1, \ldots, D_m).S$ | (input) |
| $\text{out}(D_1, \ldots, D_m).S$ | (output) |
| $\text{new}(n).S$ | (restriction) |
| $\text{decrypt } x \text{ as } \{D_1, \ldots, D_m\}_d.S$ | (decryption) |
| $\text{encrypt } \{D_1, \ldots, D_m\}_d \text{ as } x.S$ | (encryption) |
| $\text{run}(I_1, I_2).S$ | (run) |
| $\text{commit}(I_1, I_2).S$ | (commit) |

$TD$ are a subset of names, further partitioned into principals $\mathcal{I}_P$, ranged over $A$ and $B$, and trusted third parties (TTPs) $\mathcal{I}_T$, ranged over by $T$.

Processes (or protocols), ranged over by $P, Q$ are formed as parallel composition of principals. To allow the sharing of long-term keys among principals, we provide $\rho$-spi with let-bindings as in $\text{let } k = \text{key}(I_1, I_2).P$ to declare (and bind) the long-term key $k$ shared between $I_1$ and $I_2$ in the scope $P$. Each principal is a sequential process with an associated identity, noted $I \triangleright S$. The replicated form $I \triangleright ! S$ indicates an arbitrary number of copies of $S$ associated with identity $I$.

Sequential processes may never fork into parallel components: this assumption helps assign unique identities to (sequential) processes, and involves no significant loss of expressive power as protocol principals are typically specified as sequential processes, possibly sharing some long-term keys. The sequential process $0$ is the null process that does nothing, as usual. Process $\text{new}(n).S$ generates a fresh name $n$ local to $S$. The constructs for input, output and decryption are essentially the same as in the calculus Lysa. In particular, we presuppose a unique (anonymous) public channel, the network, from/to which all principals, including intruders, read/send messages. Similarly to Lysa, our input and decryption constructs may test part of the message read (decrypted), by pattern-matching. The pattern matching mechanism is so defined as to ensure that untagged patterns only match untagged messages, while tagged patterns only match tagged messages (provided that the tags also match). Accordingly, the pattern $x$ matches the message $n$ (and binds $x$ to $n$) but it does not match $n : \text{Claim}$ (as $x$ is untagged, while $n : \text{Claim}$ is tagged). Similarly, $x : \text{Claim}$ matches $n : \text{Claim}$ but does not match $n : \text{Verif}$.

Distinctive of $\rho$-spi is the presence of an explicit construct for encryption: process $\text{encrypt } \{D_1, \ldots, D_m\}_d \text{ as } x.S$ binds variable $x$ to the encrypted message $\{D_1, \ldots, D_m\}_d$ in the continuation $S$. The syntactic structure of $\rho$-spi requires all the encrypted messages to be explicitly formed in an encryption prefix, and forbids ciphertexts to be sent directly on the output channel. These restrictions are useful for our analysis, as they ease the reasoning based on the structural inspection of the encrypted messages of a protocol. Finally, the process forms $\text{run}(I_1, I_2).S$ and $\text{commit}(I_1, I_2).S$ declare that the sequential process $I_1$ is starting, respectively committing, a protocol session with $I_2$. These constructs are used to check the correspondence assertions as done in [16].
Table 2. A sample protocol narration ρ-spi

<table>
<thead>
<tr>
<th>Protocol</th>
<th>(\triangleq) let (k_{AB} = \text{key}(A, B)(A \triangleright \text{Initiator}(A, B) \mid B \triangleright \text{Responder}(B, A)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiator(A,B)</td>
<td>(\triangleq) new(m).in(x).run(A,B).encrypt{x, m}<em>{k</em>{AB}} as y.out(y)</td>
</tr>
<tr>
<td>Responder(B, A)</td>
<td>(\triangleq) new(n_B).out(n_B).in(y).decrypt y as {n_B, z}<em>{k</em>{AB}}.commit(B, A)</td>
</tr>
</tbody>
</table>

We use a number of notation conventions. The restriction operator is a binder for names, while the input and decryption prefixes are binders for the variables that occur in components \(D_i\); in all cases the scope of the binders is the continuation process. The notions of free/bound names and variables arise as expected.

Example 1. We illustrate ρ-spi with a simple (flawed) authentication protocol:

1) \(B \rightarrow A : n_B\)  
2) \(A \rightarrow B : \{n_B, m\}_{k_{AB}}\)

We assume \(k_{AB}\) to be known only by \(A\) and \(B\) and \(n_B\) to be a fresh nonce generated by \(B\). The intention of the protocol is to give guarantee to \(B\) that the last message has been (recently) generated by \(A\) as only \(A\) should be able to encrypt the freshly generated nonce \(n_B\). This protocol can be formalized in our calculus as shown in Table 2. Process Initator, generates a fresh message \(m \in \mathcal{N}\). After receiving \(x\), it signals the start of a new authentication run with \(B\), encrypts \(x\) and \(m\) with the long term key \(k_{AB}\), and then sends out the encrypted message. Similarly, Responder generates a fresh nonce \(n_B\) and sends it out. Then, it reads \(y\) from the net and decrypts it with the long term key \(k_{AB}\) checking the nonce \(n_B\) (through the pattern-matching mechanism of decryption). If the match is successful, the variable \(z\) gets bound to a message (from \(A\)) and the principal commits through commit\((B, A)\). Notice that we are only modeling one protocol session. However, as we will see, multiple sessions can be easily achieved by just replicating the Initiator and Responder processes.

Operational Semantics. We define the operational semantics of ρ-spi in terms of traces, after [6], and formalize it by means of a transition relation between configurations, i.e., pairs \(\langle s, P \rangle\), where \(s \in \text{Act}^*\) is a trace, \(P\) is a (closed) process. Each transition \(\langle s, P \rangle \rightarrow \langle s :: \alpha, P' \rangle\) simulates one computation step in \(P\) and records the corresponding action in the trace. The transitions involving a sequential process preserve the identity identifiers associated with the process, as in \(\langle s, I \triangleright \pi, S \rangle \rightarrow \langle s :: \alpha, I \triangleright \pi, S \rangle\), where \(\alpha\) is the action corresponding to the prefix \(\pi\). The transitions, in Table 3, are mostly standard. As in companion transition systems, see, e.g. [7], we identify processes up to renaming of bound variables and names, i.e., up to \(\alpha\)-equivalence. Moreover we assume two infinite sets of bound names and free names so that bound names are distinct from free names and not touched by substitutions. The INPUT rule requires that any messages read by a process must be computable using the output generated so far using the available keys. The rules for message manipulation formalize the power of a Dolev-Yao intruder. Rule Env provides the environment with the power of generating a new bound name not occurring in the trace.
The set $T(P)$ of traces of process $P$ is the set of all the traces that may be generated by a finite sequence of transitions from the configuration $\langle \epsilon, P \rangle$. Formally, $T(P) = \{ s \mid \exists P' \text{ s.t. } \langle \epsilon, P \rangle \xrightarrow{\ast} \langle s, P' \rangle \}$.

The notion of safety is standard (cf. [16]) and based on correspondence assertions. We say that a trace is safe if every commit$(B, A)$ is preceded by a distinct run$(A, B)$.

**Definition 2 (Safety).** A trace $s$ is safe if and only if whenever $s = s_1 :: commit(B, A) :: s_2$, then $s_1 = s'_1 :: run(A, B) :: s''_1$, and $s'_1 :: s''_1 :: s_2$ is safe. A process $P$ is safe if, $\forall s \in T(P), s$ is safe.
Example 2. We look again at the protocol of Example 1, and now consider a multiple-session version of the protocol, with $A$ and $B$ running both as Initiator and as Responder: the new version of the protocol is subject to the following, well-known, reflection attack.

1.a) $B \to E(A) : n_B$  
1.b) $E(A) \to B : n_B$

2.a) $B \to E(A) : \{m, n_B\}_{k_{AB}}$
2.b) $E(A) \to B : \{m, n_B\}_{k_{AB}}$

We show that the attack is captured by our notion of safety. As we mentioned earlier, we can model multiple sessions, directly by replication. For the protocol in question, this amounts to analyzing the following process:

$$\text{Protocol}_2 \triangleq \text{let } k_{AB} = \text{key}(A, B). (A \triangleright !\text{Initiator}(A, B) | A \triangleright !\text{Responder}(A, B)) |$$

$$B \triangleright !\text{Responder}(B, A) | B \triangleright !\text{Initiator}(B, A))$$

where $A$ and $B$ run both as Initiator and as Responder (the two processes $\text{Initiator}(B, A)$ and $\text{Responder}(A, B)$ model $B$ running as Initiator and $A$ running as Responder, respectively). Consider now the following trace for $\text{Protocol}_2$:

$$\text{key}(k_{AB}, A, B) :: B \triangleright \text{new}(m) :: B \triangleright \text{new}(n_B) :: B \triangleright \text{out}(n_B) :: B \triangleright \text{in}(n_B) :: \text{run}(B, A) ::$$

$$B \triangleright \text{enc}\{n_B, m\}_{k_{AB}} :: B \triangleright \text{out}\{n_B, m\}_{k_{AB}} :: B \triangleright \text{in}\{n_B, m\}_{k_{AB}} ::$$

$$B \text{ dec}\{n_B, m\}_{k_{AB}} :: \text{commit}(B, A)$$

where $B$ is running as initiator instead of $A$ (as pointed out in bold font). The trace is easily seen to be unsafe, as $\text{commit}(B, A)$ is not matched by any $\text{run}(A, B)$. Indeed, $B$ is running the protocol with himself while $A$ is doing nothing. Interestingly, the unsafe trace corresponds to the attack displayed above.

4 A Compositional Proof Technique

The proof technique we propose applies to protocol narrations that may be coded as $\rho$-spi terms of the form $\text{keys}(k_1, \ldots, k_n). (I_1 \triangleright !S_1 | \ldots | I_m \triangleright !S_m)$, where $\text{keys}(k_1, \ldots, k_n)$ represents a sequence of let binding for the long-term keys $k_1, \ldots, k_n$. As we noted earlier, the protocols of interest may directly be represented as processes in the above form: hence there is no significant loss of expressive power in our choice of a specific process format. The analysis proceeds by examining each process $\text{keys}(k_1, \ldots, k_n). I_i \triangleright S_i$, and attempts to validate $S_i$ under the key assignment determined by $\text{keys}(k_1, \ldots, k_n)$.

4.1 Proof Rules

The proof rules (tables 4 and 5) derive judgments of the form $I; \Gamma; \Pi \vdash S$ validating the sequential process $S$ relative to the identity $I$ and the two environments $\Gamma$ and $\Pi$. The history environment $\Pi$ traces the ordered list of encryptions, decryptions, run and key assignment events performed by the party in question. The nonce environment $\Gamma$ holds the nonces that the party generates. A nonce is first included in $\Gamma$ as unchecked, when it is introduced by a new prefix. Subsequently, the nonce may be checked by pattern matching, and marked as such: the proof rules are so defined as to ensure that each nonce may be checked at most once, as desired. We make a few, important, assumptions
Table 4. Local correctness: Principal and TTP rules

<table>
<thead>
<tr>
<th><strong>Claimant and Verifier Rules.</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AUTHENTICATE CLAIM</strong></td>
</tr>
<tr>
<td>$A; \Gamma, n : \text{checked}; \Pi \vdash S$</td>
</tr>
<tr>
<td>$A; \Gamma, n : \text{unchecked}; \Pi \vdash \text{commit}(A, B).S$</td>
</tr>
<tr>
<td><strong>AUTHENTICATE OWNER</strong></td>
</tr>
<tr>
<td>$A; \Gamma, n : \text{checked}; \Pi \vdash S$</td>
</tr>
<tr>
<td>$\Pi(\bullet) = \text{dec}{D_1, \ldots, D_m}_{y'}$</td>
</tr>
<tr>
<td>$A; \Gamma, n : \text{checked}; \Pi \vdash \text{commit}(A, B).S$</td>
</tr>
<tr>
<td><strong>CLAIMANT</strong></td>
</tr>
<tr>
<td>$A; \Gamma, B \mapsto \text{run}, y \mapsto \text{enc}{A : \text{ld}, x : \text{Claim}}_k \vdash S$</td>
</tr>
<tr>
<td>$A; \Gamma, \Pi, B \mapsto \text{run} \vdash \text{encrypt}{A : \text{ld}, x : \text{Claim}, \ldots}_k$ as $y.S$</td>
</tr>
<tr>
<td><strong>VERIFIER</strong></td>
</tr>
<tr>
<td>$A; \Gamma, B \mapsto \text{run}, y \mapsto \text{enc}{B : \text{ld}, x : \text{Verif}}_k \vdash S$</td>
</tr>
<tr>
<td>$A; \Gamma, \Pi, B \mapsto \text{run} \vdash \text{encrypt}{B : \text{ld}, x : \text{Verif, \ldots}}_k$ as $y.S$</td>
</tr>
<tr>
<td><strong>OWNER</strong></td>
</tr>
<tr>
<td>$A; \Gamma, B \mapsto \text{run}, y \mapsto \text{enc}{D_1, \ldots, D_m}_x \vdash S$</td>
</tr>
<tr>
<td>$\Pi(k) = \text{key}(A, T)$</td>
</tr>
<tr>
<td>$A; \Gamma, \Pi, B \mapsto \text{run} \vdash \text{encrypt}{D_1, \ldots, D_m}_x$ as $y.S$</td>
</tr>
<tr>
<td><strong>RUN</strong></td>
</tr>
<tr>
<td>$A; \Gamma, B \mapsto \text{run} \vdash S$</td>
</tr>
</tbody>
</table>

TTP Rules.

<table>
<thead>
<tr>
<th><strong>TTP Forward &amp; Check</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T; \Gamma, n : \text{checked}; \Pi, y \mapsto \text{enc}{A : \text{ld}, x : \text{Claim}}<em>k</em>{BT} \vdash S$</td>
</tr>
<tr>
<td>$\Pi(\bullet) = \text{dec}{B : \text{ld}, n : \text{Verif, \ldots}}<em>k</em>{BT}$</td>
</tr>
<tr>
<td>$\Pi(k_{AT}) = \text{key}(A, T)$</td>
</tr>
<tr>
<td>$T; \Gamma, n : \text{unchecked}; \Pi \vdash \text{encrypt}{A : \text{ld}, x : \text{Claim, \ldots}}<em>k</em>{BT}$ as $y.S$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>TTP Forward</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T; \Gamma, B \mapsto \text{run}, y \mapsto \text{enc}{A : \text{ld}, x : \text{Claim}}<em>k</em>{BT} \vdash S$</td>
</tr>
<tr>
<td>$\Pi(\bullet) = \text{dec}{B : \text{ld}, x : \text{Verif, \ldots}}<em>k</em>{BT}$</td>
</tr>
<tr>
<td>$\Pi(k_{AT}) = \text{key}(A, T)$</td>
</tr>
<tr>
<td>$T; \Gamma, \Pi, B \mapsto \text{run} \vdash \text{encrypt}{A : \text{ld}, x : \text{Claim, \ldots}}<em>k</em>{BT}$ as $y.S$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>TTP Distribute</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T; \Gamma, B \mapsto \text{run}, y \mapsto \text{enc}{A : \text{ld}, x : \text{Owner}, k_s : \text{Key}}_k \vdash S$</td>
</tr>
<tr>
<td>$T; \Gamma, \Pi \vdash \text{encrypt}{A : \text{ld}, x : \text{Owner}, k_s : \text{Key, \ldots}}_k$ as $y.S$</td>
</tr>
</tbody>
</table>

which we leave implicit in the rules to avoid cluttering the notation. The environments $\Gamma$ and $\Pi$ may contain at most one binding for each name (key, nonce) or variable in their domain: this may require alpha renaming on the processes being analyzed. In addition, all the output or encrypted tuples as well as all the tuples of input or decryption patterns occurring in the rules are assumed to contain at most one component with tag ld, at most one component with tag $R \in \{\text{Claim, Verif, Owner}\}$ and at most one component with tag Key. The relative order among the encrypted elements is immaterial.
The first two rules in Tables 4 formalize the two possible ways for a principal $A$ to authenticate another principal $B$. Specifically, rule (AUTHENTICATE CLAIM) states that $A$ may legally commit (hence authenticate) $B$ only if $A$ has previously generated a nonce $n$ and decrypted a message $\{B : Id, n : Claim \ldots\}_k$ (with the same nonce) with $k$ shared either with $T$ or with $B$. Rule (AUTHENTICATE OWNER), in turn, states that $A$ may commit $B$ if she has decrypted (i) a message $\{B : Id, n : Owner, y : Key, \ldots\}_k$, encrypted by a TTP and including a fresh session key $y$ owned by $B$ and nonce $n$ that $A$ previously generated; and (ii) at least one message $\{D_1, \ldots, D_m\}_y$ that she did not generate. The first decryption guarantees that the session key $y$ is fresh and shared by $A$ and $B$; then, with the second decryption she is guaranteed that the message comes from $B$. Since the encryption key is fresh, so must be the message, and $A$ may safely authenticate $B$.

The authentication guarantees we just discussed require a very careful use of the role tags attached to the encrypted message components. In particular, the message $\{B : Id, n : Claim, \ldots\}_k$ should be generated only if $B$ is indeed willing to authenticate with $A$; similarly, $\{B : Id, n : Owner, k_s : Key, \ldots\}_k$ should only be generated if $k_s$ is a fresh session key shared between $A$ and $B$. This intended use of role tags is enforced by the remaining rules in Table 4, which we comment below.

Rules (CLAIMANT), (VERIFIER) and (OWNER) formalize the ways in which $A$ may declare her willingness to authenticate with $B$. In particular, in rule (CLAIMANT), $A$ may request $B$ to authenticate herself as claimant by sending a message $\{A : Id, x : Claim, \ldots\}_k$ directly to $B$ using a long-term key $k$ she shares with $B$. In an ideal protocol run, $x$ is intended to be a nonce sent as a challenge by $B$, that $B$ will check with (AUTHENTICATE CLAIM). On the other hand, rule (CLAIMANT) in itself does not impose any condition on $x$ as it is $B$, rather than $A$, which is in charge of checking the nonce for the purpose of authentication.

In rule (VERIFIER), $A$ may request a TTP $T$ to authenticate herself with $B$ as verifier, by sending a message $\{B : Id, x : Verif, \ldots\}_k$ to $T$ using a long-term key $k$ shared with
The role Verif informs $T$ about $A$’s intention of authenticating with someone else ($B$), while $x$ is again meant to represent the challenge, originated by $T$.

In rule (OWNER), $A$ may send a message \{ $D_1, \ldots, D_m$ \}_y to confirm to have received the fresh session key $y$, provided that (i) she has previously decrypted a message \{ $B : \text{Id}, n : \text{Owner}, y : \text{Key}, \ldots$ \}_k originated by a TTP $T$ and declaring that $y$ is a fresh key shared with $B$, and (ii) she has previously performed a run with $B$.

The three rules all validate the start of new runs. Correspondingly, they all require $A$ to have previously marked the start of a run by issuing run($A, B$), with rule (RUN). The \textit{run} event must be the last action performed, to guarantee that these rules are applied only once for each protocol run.

Rules (TTP FORWARD & CHECK), (TTP FORWARD) and (TTP DISTRIBUTE) govern the behavior of TTPs. In rule (TTP FORWARD & CHECK), $T$ generates a message \{ $A : \text{Id}, x : \text{Claim}, \ldots$ \}_{k_BT} if it has previously decrypted (and checked the nonce $n$ of) a message of the form \{ $B : \text{Id}, n : \text{Verif}, \ldots$ \}_{k_AT}, with $k_AT$ and $k_BT$ shared with $A$ and $B$ respectively.

In rule (TTP FORWARD), $T$ may generate a message \{ $A : \text{Id}, x : \text{Claim}, \ldots$ \}_{k_BT} if it has previously decrypted (without checking the nonce) a message of the form \{ $B : \text{Id}, x : \text{Verif}, \ldots$ \}_{k_AT} (again $k_AT$ and $k_BT$ are shared with $A$ and $B$); notice that $x$ is forwarded to $B$ so that $B$ can check the freshness of the first message.

Finally, in rule (TTP DISTRIBUTE), $T$ declares new session keys through messages of the form \{ $A : \text{Id}, x : \text{Owner}, k_s : \text{Key}, \ldots$ \}_k.

The rules in Table 5 complete the axiomatization. Rules (NEW), (OUTPUT), (KEY) and (INPUT) are standard. Rules (DECRYPTION) and (ENCRYPTION) handle the cases of the corresponding constructs in which none of the rules in Table 4 apply. In fact, the rule (ENCRYPTION) does overlap with (OWNER) in case of encryptions with session keys: this is safe only if the start of the authentication session has previously been asserted (with a \textit{run} event), in which case (OWNER) must have previously been applied for another encryption with the same session key. The safety check is implemented by requiring that the two consecutive bindings $A \mapsto \text{run}(B), x \mapsto \text{enc}\{ \ldots \}_d$ be part of the history environment $\Pi$.

### 4.2 Safety Theorem

The safety proof for a protocol requires further hypotheses on the way that long-term and session keys are circulated among principals and trusted third parties. Specifically, given a process keys($k_1, \ldots, k_n$)$I \triangleright S$, we make the following assumptions: (a) long-term keys are never circulated in clear or within encrypted messages; (b) only principals (not TTP’s) may receive session keys, without leaking them; and (c) fresh session keys are only distributed by TTP’s at most to two parties, only once. When these assumptions are satisfied, we say that $I \triangleright S$ is \{ $k_1, \ldots, k_n$ \}-safe.

**Definition 3 (Local Correctness).** Let $P$ be the process keys($k_1, \ldots, k_n$)$I \triangleright S$, with $k_i$ shared between $I_i$ and $J_i$. We say that $P$ is \textit{locally correct} iff $I \triangleright S$ is \{ $k_1, \ldots, k_n$ \}-safe and the judgment $I; \varnothing; \Pi_{k_1, \ldots, k_n} \vdash S$ is derivable, for $\Pi_{k_1, \ldots, k_n} = k_1 \mapsto key(I_1, J_1), \ldots, k_n \mapsto key(I_n, J_n)$. 

A protocol is correct if all of its sequential components are locally correct. Formally, the process \( \text{keys}(k_1, \ldots, k_n). (I_1 \triangleright ! S_1 | \cdots | I_m \triangleright ! S_m) \) is correct if for all \( i \in \{1, \ldots, m\} \) the process \( \text{keys}(k_1, \ldots, k_n)I_i \triangleright S_i \) is locally correct. Our safety theorem states that correct processes are safe: hence, the local correctness of the protocol participants is a sufficient condition for the safety of the protocol as a whole (the proof, worked out in the full version of the paper, is omitted here for the lack of space).

\[ \text{Theorem 1 (Safety). Let } P = \text{keys}(k_1, \ldots, k_n). (I_1 \triangleright ! S_1 | \cdots | I_m \triangleright ! S_m). \text{ If } P \text{ is correct, then it is safe.} \]

5 An Example

We illustrate the analysis on the \( \rho \)-spi specification of the protocol in Table 2. As discussed in Example 2, the protocol is subject to attacks when running in multiple sessions: with our analysis the flaw is unveiled by a failure to validate the responder, as we illustrate showing that the principal \( k_{AB} = \text{key}(A, B) \) is not locally correct. To see that, note that for \( B; \Gamma; \Pi \vdash \text{commit}(B, A) \) to be derivable, by rules (AUTHENTICATE CLAIM) and (AUTHENTICATE OWNER), there must exist \( y \) such that \( \Pi(y) = \text{dec}_Y \{A : \text{Id}, n_B : R, \ldots\} k_{AB} \), with \( R \in \{\text{Claim}, \text{Owner}\} \). On the other hand, the only decryption in \( S \) is \( \text{decrypt}_Y \{n_B, z\} k_{AB} \), which implies \( B; \Gamma; \Pi \not\vdash \text{commit}(B, A) \). The failure of local correctness persists when we add a role \( R \in \{\text{Claim}, \text{Owner}\} \) to the ciphertext. In fact, even in that case, the hypotheses of the two authentication rules do not hold because the ciphertext is still missing the identity label \( A \). Interestingly, the attack presented in Section 3 exploits precisely this flaw. The reflection attack is prevented in the ISO Two-Pass Unilateral Authentication Protocol [21] which fixes the problem by including the identity label \( A \) in the ciphertext sent by \( A \) (in fact the original version from [21] includes \( B \) instead of \( A \) in the ciphertext).

1) \( B \rightarrow A : n_B \) 2) \( A \rightarrow B : \{A, n_B, m\} k_{AB} \)

The specification of the new protocol in \( \rho \)-spi is given in Table 6. The only non-obvious aspect of the specification is in the choice of the claimant role for the label \( A \) in the encrypted message. Given this choice the protocol is easily proved correct, as we outline next. The second and fourth columns in Table 6 refer to the rules applied for verifying local correctness of the two principals. In particular, for \( A; \emptyset; \Pi k_{AB} \vdash \text{Initiator}_{ISO}(k_{AB}) \)
, A, B), the hypotheses of the rules (New), (Input), (Run) and (Output) are trivially verified. The only interesting case is rule (Claimant), which is applied in the proof of $A; \{m : \text{unchecked}\}; \Pi_A \vdash \text{encrypt}\{A : \text{Id}, x : \text{Claim}, m\} k_{AB} \text{ as } y.\text{out}(y)$

Rule (Claimant) requires $\Pi_A = \Pi'_A \cdot B \mapsto \text{run}$ and $\Pi_A(k_{AB}) = \text{key}(A, B)$, which are both true. As for Responder$_{\text{ISO}}(k_{AB}, B, A)$, proving $B; \Gamma_B; \Pi_B \vdash \text{commit}(B, A)$ is straightforward. The hypotheses for rule (Authenticate Claim) hold since $\Pi_B(\bullet) = \text{dec}\{A : \text{Id}, n_B : \text{Claim}, z\} k_{AB}, \Gamma_B(n_b) = \text{unchecked}$, and $\Pi_B(k_{AB}) = \text{key}(A, B)$. Now one derives $B; \oplus; \Pi_{k_{AB}} \vdash \text{Responder}_{\text{ISO}}(k_{AB}, B, A)$, routinely, by rules (New), (Output), (Input) and (Decryption).

Finally, both principals handle keys safely, as they use no session keys and never send long term keys on the net or encrypted. By Theorem 1, we know that every trace of Protocol$_{\text{ISO}}$ is safe, hence the protocol is immune to authentication attacks.

The specification can easily be generalized to an arbitrary number $m$ of entities, acting both as initiator and as responder and arbitrarily replicated.

$$\text{Protocol}_{\text{ISO}} - m \triangleq \text{let}_{i,j=1,i<j} m_{ij} = \text{key}(I_i, I_j).$$

Here $k_{ij}$ represents a long term key shared between entities $I_i$ and $I_j$. We assume that $k_{ij} = k_{ji}$ (and correspondingly define the key assignment only for keys $k_{ij}$ with $i < j$). The correctness proof for this version of the protocol derives directly, by compositionality, from the correctness proof we just outlined.

## 6 Conclusion

We have proposed a new, compositional, analysis of entity authentication protocols, based on a new tagging mechanism for encrypted messages. The impact of the tagging mechanism is twofold. On one hand, it is a specification tool: stating the purpose of message components explicitly leads to more robust protocol design. On the other hand, it is directly useful as an implementation technique which allows a non-ambiguous interpretation of messages, as other tagging techniques employed in protocol implementations, while at the same time supporting formal correctness proofs.

The analysis is appealing for its relative simplicity: verifying the conditions of local correctness is intuitive and easily implemented by an automatic tool. We have conducted various (hand written) tests on authentication protocols from the literature, some of which are given in Table 7: for all the correct versions of the protocols the analysis admits safety proofs, while it consistently fails to validate the flawed versions.  

The authentication patterns we have investigated are certainly not exhaustive, but fairly general. Also, the framework is scalable, as new patterns may be added, as needed. Desirable extensions include new patterns needed to validate, e.g, protocols based on public-key encryption and other kinds of nonce-challenges [18,19]. Our current work shows that the approach fits very well these extensions.

Related Work. Tagging is not a new idea and it is proposed and used for verification purposes in [3,4,16,17,20]. Typically, tagging amounts to add a different label to each
encrypted protocol message, so that ciphertexts cannot be confused. Our tagging is less demanding, as we do not require that every message is unambiguously tagged since we tag only certain components. In particular, for protocols implemented with stronger tagging techniques, our tags can be safely removed without compromising the protocols’ safety. Our tagging seems also well suited for multi-protocol systems. In [23], Syverson and Meadows observe that “problems can arise when a protocol is interacting with another protocol that does not use a tagging scheme, or tags data in a different way”. Our tagging does not require that different protocols use different tags, since it is related to the security informations conveyed by a ciphertext. If it was uniformly applied in every protocol the safety result would scale up to the parallel composition of different authentication protocols.

In [16,17] Gordon and Jeffrey define a type system for the analysis of authentication protocols (with symmetric and asymmetric encryption) expressed in a dialect of the spi calculus. Their approach is related to our work in several aspects. As ours, their authentication analysis is a safety analysis based on correspondence assertions. Also, as in our approach, the reasoning is guided by a tagging mechanism for messages that provides enough redundancy for the analysis to identify and distinguish different messages. There are, however, important differences. Their tags are applied uniformly, so as to distinguish any pair of encrypted messages, and are used by a dependent type system to form traces of dependent effects which are then inspected to verify protocols by checking a correspondence assertion property similar to ours. Their type analysis is inherently compositional, as ours, but the safety result requires a further inspection of the effects associated with a complete protocol trace. Moreover the human effort required for the type definitions is relevant, while our tags range on a finite set and their definition is simple and relatively mechanical.

The recent work by Bodei et al. on a control-flow analysis for message authentication in Lysa [5] is also strongly related to our present approach. The motivations and goals, however, are different, since message authentication concerns the origin of a message, while entity authentication also provides guarantees about the presence of a given entity during an authentication session. Indeed, our analysis provides a strong form of entity authentication guarantee [22,28]: not only the presence of the claimant is analyzed, but also its intention to authenticate itself with the verifier.

Further related work is based on employing belief logics, like, e.g., BAN [9], GNY [15], as formal tools for reasoning about authentication guarantees provided by messages. The main difference with these papers is that we do not have any kind of protocol

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Correct Flawed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iso Symmetric Key Two-Pass Unilateral Authentication Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Iso Symmetric Key Three-Pass Mutual Authentication Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Andrew Secure RPC Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Needham Schroeder Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Needham Schroeder Amended Version</td>
<td>X</td>
</tr>
<tr>
<td>Otway and Rees Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Carlsen’s Secret Key Initiator Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Wide Mouthed Frog Protocol, Nonce Based Version</td>
<td>X</td>
</tr>
<tr>
<td>Woo and Lam Protocol</td>
<td>X</td>
</tr>
<tr>
<td>Woo and Lam Amended Version</td>
<td>X</td>
</tr>
</tbody>
</table>
idealization. Indeed, we reason about ‘concrete’ execution traces, directly connected to
the structure of ciphertexts. An interesting paper that goes in the direction of eliminating
the idealization step in analyses based on (belief) logics is [12] by Durgin, Mitchell
and Pavlovic. They propose a logic for security protocols which is designed around a
process calculus derived from Strand Spaces [19,27], and built on top of an asymmetric
encryption system. As in our framework, the semantics of the calculus is formalized
in terms of a trace semantics. The formalization of authentication is, however, largely
different, and not easily comparable to ours.
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Abstract. Boxed ambient calculi have been used to model and reason about a wide variety of problems in mobile computing. Recently, several new variants of Boxed Ambients have been proposed, which seek to improve on the original calculus. In spite of these theoretical advances, there has been little research on how such calculi can be correctly implemented in a distributed environment. This paper bridges a gap between theory and implementation by defining a distributed abstract machine for a variant of Boxed Ambients with channels. The abstract machine uses a list semantics, which is close to an implementation language, and a blocking semantics, which leads to an efficient implementation. The machine is proved sound and complete with respect to the underlying calculus. A prototype implementation is also described, together with an application for tracking the location of migrating ambients. The correctness of the machine ensures that the work done in specifying and analysing mobile applications is not lost during their implementation.

1 Introduction

Boxed ambient calculi have been used to model and reason about a wide variety of problems in mobile computing. The original paper on Boxed Ambients [2] shows how the Ambient calculus can be complemented with finer-grained and more effective mechanisms for ambient interaction. In [3], Boxed Ambients are used to reason about resource access control, and in [9] a sound type system for Boxed Ambients is defined, which provides static guarantees on information flow. Recently, several new variants of Boxed Ambients have been proposed, which seek to improve on the foundations of the original calculus. In particular, [14] introduces Safe Boxed Ambients, which uses co-capabilities to express explicit permissions to access ambients, and [4] introduces the NBA calculus, which seeks to limit communication and migration interferences in Boxed Ambients.

In spite of these theoretical advances, there has been little research on how boxed ambient calculi can be correctly implemented in a distributed environment. In general, such an implementation can be achieved by defining an Application Programming Interface (API), which maps the constructs of the calculus to a chosen programming language. Examples of this approach include [5], which describes a Java API for the Ambient calculus, and [17], which describes a Java...
API for a variant of Boxed Ambients. The main advantage of the approach is that the API can be smoothly integrated into an existing programming language. The main disadvantage, however, is that the constructs of the chosen language often extend beyond the scope of the calculus model. Therefore, when method calls to the API are combined with arbitrary program code, e.g. code which generates exceptions, the resulting program is unpredictable. As a result, most of the benefits of using a calculus model are lost, since any security or correctness properties that hold for the model may not hold for its implementation.

An alternative approach for implementing boxed ambient calculi uses an interpreter to execute calculus expressions. Although this approach constrains the programmer to use a custom language (which may not be compatible with existing code or libraries), support for language interoperability can be provided in the implementation, allowing the non-distributed aspects of a mobile application to be written in any chosen language, and the mobile and distributed aspects to be written in the calculus. The interaction between these two aspects can be achieved using the communication primitives of the calculus, allowing a clean separation of concerns in the spirit of modern coordination languages such as [1]. More importantly, this approach ensures that any security or correctness properties of the calculus model are preserved during execution, provided the interpreter is implemented correctly. This can be achieved by defining an abstract machine to specify how the interpreter should behave. The correctness of the machine can then be verified with respect to the underlying calculus.

This paper presents a distributed abstract machine for a variant of Boxed Ambients with channels, known as the Channel Ambient calculus (CA). To our knowledge, a correct abstract machine for a variant of Boxed Ambients has not yet been implemented in a distributed environment. The remainder of the paper is structured as follows: Section 2 introduces the Channel Ambient calculus, and Section 3 defines the syntax and semantics of the Channel Ambient Machine (CAM), an abstract machine for CA. Section 4 outlines the proof of correctness of CAM with respect to the calculus CA. Due to space limitations the full proofs have been omitted, but can be found in [15]. Section 5 describes a distributed runtime system that has been implemented based on CAM, and Section 6 describes an example application. Finally, Section 7 compares CA and CAM with related calculi and abstract machines.

2 The Channel Ambient Calculus

The Channel Ambient calculus is a variant of the Boxed Ambient calculus in which ambients can interact using named channels. The main constructs of CA are illustrated in the following example:

\[
\text{Network} \mid \text{client} C \mid vlogin\left(\text{server} \cdot \text{request}(\text{client}, \text{login}) \mid \text{in} \text{login.P}\right) \\
\mid \text{server} S \mid !\text{out} \text{logout} \mid !\text{request}^\dagger(c, x) \cdot \text{service} \text{out} \text{logout.in} c \cdot x Q
\]

1 The work presented here forms part of the first author’s forthcoming PhD thesis [16]
The example uses a polyadic variant of CA to model a client machine, which downloads a service ambient from a server machine over a Network. An execution scenario for this system is illustrated in Fig. 1, in which the vertical lines represent parallel processes, the boxes represent ambients, the horizontal arrows represent interaction, and the flow of time proceeds from top to bottom. Initially, the client creates a new login channel and sends its name and login channel to the server on the request channel. In parallel, it allows an ambient to enter via the login channel. The server receives the request and creates a new service ambient, which leaves via the logout channel and enters the client via the login channel. Once inside the client, the service ambient executes process \( Q \), and the client executes process \( P \). In parallel, the Network evolves to Network', and the processes \( C \) and \( S \) inside the client and server evolve to \( C' \) and \( S' \) respectively. The system has a high degree of parallelism. In particular, the network can contain multiple clients and the server can handle multiple requests simultaneously.

The full syntax of CA is defined in terms of processes \( P, Q, R \) and actions \( \alpha \):

\[
P, Q, R ::= \quad \begin{array}{ll} 
0 & \text{Null} \\
\parallel P & \text{Parallel} \\
\tau m P & \text{Restriction} \\
\mathcal{A} P & \text{Ambient} \\
\alpha.P & \text{Action} \\
\alpha.\! P & \text{Replication} \\
\end{array} \\
\alpha ::= \begin{array}{ll} 
\tau x(n) & \text{Sibling Output} \\
\tau x & \text{Parent Output} \\
\tau x(m) & \text{Internal Input} \\
\tau x(m) & \text{External Input} \\
\tau \text{in} a \cdot x & \text{Enter} \\
\tau \text{out} x & \text{Leave} \\
\tau \text{in} \text{out} x & \text{Accept} \\
\tau \text{out} x & \text{Release} \\
\end{array}
\]

Processes in CA have the same structure as processes in the Ambient calculus [7], except that replicated actions \( \alpha.\! P \) are used instead of general replication \( \! P \). The definition of the set of free names \( fn(P) \) of a process \( P \) is standard, where
restriction \( \nu m P \) and inputs \( x(m).P \) and \( \nu \cdot x(n).P \) act as binders for the name \( m \). Standard notational conventions are used, including assigning the lowest precedence to the parallel composition operator, and writing \( \alpha \) as syntactic sugar for \( \nu \cdot 0 \). In addition, local output \( x(n) \) and child output \( a/x(n) \) are written as syntactic sugar for \( \nu b b \cdot x(n) \) and \( \nu b b \cdot a \cdot x(n) \) respectively, where \( b \not\in \{a, x, n\} \).

The semantics of CA is defined in terms of structural congruence (\( \equiv \)) and reduction (\( \rightarrow \)). The definition of structural congruence is mostly standard:

\[
\begin{align*}
  P | 0 & \equiv P & (1) & \text{if } n \not\in \text{fn}(P) \Rightarrow P \mid \nu n Q & \equiv \nu n (P \mid Q) & (8) \\
  P | Q & \equiv Q | P & (2) & \text{if } a \neq n \Rightarrow a \nu n P & \equiv \nu n a P & (9) \\
  P \mid (Q \mid R) & \equiv (P \mid Q) \mid R & (3) & \text{if } n \not\in \text{fn}(P) \Rightarrow \nu m P & \equiv \nu m P_{n/m} & (10) \\
  !\alpha.P & \equiv \alpha.(P \mid !\alpha.P) & (4) & \text{if } n \not\in \text{fn}(P) \Rightarrow x(m).P & \equiv x(n).P_{n/m} & (11) \\
  \nu n 0 & \equiv 0 & (5) & \text{if } P \equiv Q \Rightarrow a \nu P & \equiv a Q & (13) \\
  \nu n \nu m P & \equiv \nu m \nu n P & (7) & P \equiv Q \Rightarrow P \mid R \equiv Q \mid R & (14)
\end{align*}
\]

Rule (6) allows empty ambients to be garbage-collected, and (11) and (12) allow bound names to be substituted, where \( P_{n/m} \) substitutes the name \( n \) for \( m \) in process \( P \). The only non-standard rule is (4), which allows a replicated action \(!\alpha.P \) to be expanded to \( \alpha.(P \mid !\alpha.P) \). This ensures that only a single copy of \( \alpha.P \) can be created at a time, since \(!\alpha.P \) is unable to spawn a new copy while inside the prefix \( \alpha \). This is useful from an implementation perspective, and differs from the standard rule for replication, \(!\alpha.P \equiv \alpha.P \mid !\alpha.P \), which allows an infinite number of copies of \( \alpha.P \) to be created. The definition of reduction is also standard:

\[
\begin{align*}
(\text{\texttt{Q \equiv P \wedge P' \equiv Q'} \Rightarrow Q \rightarrow Q'} & (15) \\
(P \rightarrow P') & \Rightarrow P \mid Q \rightarrow P' \mid Q & (16) \\
(P \rightarrow P') & \Rightarrow \nu n P \rightarrow \nu n P' & (17) \\
(P \rightarrow P') & \Rightarrow a \nu P \rightarrow a P' & (18) \\
a b \cdot x(n).P \mid P' & \mid b \cdot x(m).Q \mid Q' & \Rightarrow a P \mid P' \mid b Q_{n/m} \mid Q' & (19) \\
a \cdot x(n).P \mid P' & \mid \nu n P \rightarrow a P \mid P' \mid Q_{n/m} & (20) \\
a \cdot b \cdot x.P \mid P' & \mid b \cdot \nu n Q \mid Q' & \Rightarrow b Q \mid Q \mid a P \mid P' & (21) \\
b a \cdot \nu n x.P \mid P' & \mid \nu n x.Q \mid Q' & \Rightarrow b Q \mid Q' \mid a P \mid P' & (22)
\end{align*}
\]

Rule (15) allows structurally congruent processes to perform the same reductions. Rules (16) - (18) allow a reduction to take place inside a parallel composition, inside a restriction or inside an ambient. Rules (19) and (20) allow an ambient to send a message to a sibling or to its parent on a given channel. Rules (21) and (22) allow an ambient to enter a sibling or to leave its parent on a given channel.
A brief comparison of CA with related calculi is given in Section 7. One distinguishing feature of CA is that it allows sibling ambients to communicate synchronously. This is often desirable within a single machine, or between machines in a local area network. Even over a wide area network, certain protocols such as TCP/IP provide a useful abstraction for synchronous communication. In cases where asynchronous communication is required, such as the UDP protocol, sibling ambients can communicate via an intermediate *router* ambient.

3 The Channel Ambient Machine

The Channel Ambient Machine is inspired by the Pict abstract machine [19], which is used as a basis for implementing the asynchronous π-calculus. Like the Pict machine, CAM uses a list syntax to represent the parallel composition of processes. It also uses a notion of *blocked processes*, which are a generalisation of the *channel queues* in Pict.

The machine executes a given process $P$ by extending the scope of each unguarded restriction in $P$ to the top level and converting each unguarded parallel composition in $P$ to a list form. The resulting term is of the form $\nu n_1 ... \nu n_k A$, where $A$ is a tree of the form $\alpha_1 P_1 :: ... \alpha_N P_N :: a_1 A_1 :: ... :: a_M A_M$. The leaves of the tree are actions $\alpha_i P_i$ and the nodes are ambients $a_i A_i$. Once a process has been converted to this form, the machine attempts to execute an action somewhere in the tree. If the chosen action $\alpha P$ is able to interact with a corresponding blocked co-action then a reduction is performed. If not, the action $\alpha P$ is *blocked* to $\overline{\alpha} P$. The machine then non-deterministically schedules a different action to be executed. If all the actions in a given ambient $a A$ are blocked then the ambient itself is blocked to $\overline{a} A$. Execution terminates when all the actions and ambients in the tree are blocked.

Blocking significantly improves the efficiency of the machine by labelling those ambients and actions that are not able to initiate a reduction. This partitions the search space, allowing the machine to ignore the entire contents of a blocked ambient when looking for an unblocked action to schedule. Blocking also simplifies the condition for termination, since the machine only needs to check for the presence of an unblocked action to know whether a reduction is possible.

The machine can be used to execute the example from Section 2. First, it converts the calculus process to the following term, where login $\notin fn(S, C, Network)$:

$$
\begin{aligned}
\nu login \ (server)!out logout :: !request'(c, x). service & out logout.in c.x. Q :: S \\
:: client & server.request(client, login) :: in login.P :: C :: Network
\end{aligned}
$$

Then, the machine tries to execute one of the actions in the tree. For example, it can try to execute the replicated release $!out logout$. If this action is unable to interact with a corresponding blocked co-action it will block to $out logout$. Similarly, the replicated input on the request channel will block if there is no
corresponding blocked output. The machine can then execute the sibling output \texttt{server\_request\langle client, login\rangle}, which will interact with the blocked input on the server. The model scales smoothly to the case where the server and client processes are executing on two different machines. In this case, the interaction between machines is implemented by socket libraries, which provide an interface to the physical network layer. When a given machine can no longer perform any reductions it goes into a blocked state, waiting for an interrupt from the network announcing the arrival of new messages or ambients.

The full syntax of CAM is defined below, in terms of machine terms \( V, U \), lists \( A, B, C \) and blocked lists \( A, B, C \):

\[
V, U ::= \quad A \quad \text{List} \quad A, B, C ::= \quad \emptyset \quad \text{Empty List} \\
\quad \nu n V \quad \text{Restriction} \\
\quad A, B, C ::= \quad \emptyset \quad \text{Empty List} \\
\quad \bar{a} A :: C \quad \text{Blocked Ambients} \\
\quad \bar{a} P :: C \quad \text{Blocked Actions}
\]

A machine term \( V \) is a list with a number of restricted names. Each list \( A \) can contain processes, blocked actions, ambients or blocked ambients. By definition, blocked ambients can only contain blocked actions or blocked sub-ambients. In addition, \( \bar{a} P \) is written as syntactic sugar for \( \alpha.(P \mid \bar{a} P) \) and \( \bar{a} \) is used to denote either a blocked ambient \( \alpha \) or an unblocked ambient \( \bar{a} \).

The semantics of CAM is defined in Fig. 2 in terms of structural congruence (\( \equiv \)) and reduction (\( \longrightarrow \)). The structural congruence rules are used to find an element in a list that matches a specific pattern. Rule (23) allows an element \( X \) at the head of a list to be placed at the back of the list, where \( (@) \) denotes the list append function, and (24) allows the list \( A \) inside an ambient to be replaced with a list \( B \) that is structurally congruent to \( A \).

The reduction rules of the machine are derived from the reduction rules of the calculus, and use standard definitions for free names \( fn(A) \) and substitution \( A_{\{n/m\}} \). Each rule is defined over the entire length of a list and there is no rule to allow reduction across the (:) operator. Rule (28) ensures that all restricted names are moved to the top-level, by substituting each restricted name with a globally unique name generated by the machine. In practice, such a name can be created using a secret key, together with a time stamp or a suitable counter. Rule (29) is used to label an ambient as blocked, indicating that it does not contain any unblocked actions. Rules (31) - (34) allow CA processes to be converted to list form, and rules (35) - (42) allow an action to interact with a blocked co-action. The latter rules are derived from rules (19) - (22) in CA, where each rule in CA is mapped to two corresponding rules in CAM. Rules (39) - (42) make use of an unblocking function \( [A] \), which unblocks all of the top-level actions in a given list \( A \). The main rule for unblocking is given by \( [\bar{a} P :: C] \triangleq \alpha.P :: [C] \), and the full definition is given in Section 4. The unblocking function is used to unblock the contents of an ambient when it moves to a new location, allowing the ambient to \textit{re-bind} to its new environment by giving any blocked actions it contains the chance to interact with their new context. Additionally, for each
\[
X :: A \equiv A@X
\]
\[
A \equiv B \Rightarrow a[A] :: C \equiv a[B] :: C
\]
\[
(U \equiv V \land V \rightarrow V') \Rightarrow U \rightarrow V'
\]
\[
(V \rightarrow V') \Rightarrow \nu n V \rightarrow \nu n V'
\]
\[
(A \rightarrow A') \Rightarrow a[A] :: C \rightarrow a[A'] :: C
\]
\[
n \notin fn(a[A'] :: C) \land A \rightarrow \nu m A' \Rightarrow a[A] :: C \rightarrow \nu n (a[A']_{n/m} :: C)
\]
\[
!\alpha.P :: C \rightarrow \alpha.(P | !\alpha.P) :: C
\]
\[
0 :: C \rightarrow C
\]
\[
(P | Q) :: C \rightarrow P :: Q :: C
\]
\[
n \notin fn(P :: C) \Rightarrow \nu m P :: C \rightarrow \nu n (P_{n/m} :: C)
\]
\[
a[P] :: C \rightarrow a[P] :: C
\]
\[
C \equiv b[x](m).Q :: B :: C' \Rightarrow a[b \cdot x(n)].P :: A :: C \rightarrow a[P] :: B \cdot Q_{n/m} :: C'
\]
\[
C \equiv a[b \cdot x(n)].P :: A :: C' \Rightarrow b[x](m).Q :: B :: C \rightarrow b[Q_{n/m} :: B] :: a[P] :: C'
\]
\[
C \equiv x(m).Q :: C' \Rightarrow a[x](n).P :: A :: C \rightarrow a[P] :: Q_{n/m} :: C'
\]
\[
C \equiv a[x](n).P :: A :: C' \Rightarrow x(m).Q :: C \rightarrow Q_{n/m} :: a[P] :: C'
\]
\[
C \equiv b[\text{in}]x.Q :: B :: C' \Rightarrow a[\text{in} \cdot b \cdot x].P :: A :: C \rightarrow b[Q] :: a[P] :: [A] :: B :: C'
\]
\[
C \equiv a[\text{in} \cdot b \cdot x].P :: A :: C' \Rightarrow b[\text{in}]x.Q :: B :: C \rightarrow b[Q] :: a[P] :: [A] :: B :: C'
\]
\[
B \equiv \text{out} \cdot x.Q :: B' \Rightarrow b[a \cdot \text{out} \cdot x].P :: A :: B :: C \rightarrow b[Q] :: B' :: a[P] :: [A] :: C
\]
\[
B \equiv a[\text{out} \cdot x].P :: A :: C' \Rightarrow b[\text{out} \cdot x].Q :: B :: C \rightarrow b[Q] :: B' :: a[P] :: [A] :: C
\]

Fig. 2. Machine Semantics

of the rules (35) - (42) there is a corresponding rule to block an action that is unable to interact with a corresponding co-action. The blocking rule for (35) is as follows:

\[
C \not\equiv b[x](m).Q :: B :: C' \Rightarrow a[b \cdot x(n)].P :: A :: C \rightarrow a[b \cdot x(n)].P :: A :: C
\]

The blocking rules for the remaining actions are defined in a similar fashion.
The abstract machine can be used in both local and distributed settings. Local execution of a term \( A \) on a device \( a \) is modeled as \( a[A] \). Distributed execution of terms \( A_1, ..., A_N \) on devices \( a_1, ..., a_N \), respectively, is modeled as

\[
\text{network}[a_1[A_1]::...::a_N[A_N]],
\]

where each identifier \( a_i \) corresponds to the address of a device in the network. Nested ambients inside a given term \( A_i \) can be executed independently, since only top-level processes in \( A_i \) can interact with other devices in the network. These interactions between devices are implemented using socket libraries, according to the reduction rules of CAM. For example, in a local area network a device \( a \) performs a sibling output to a device \( b \) by checking if \( b \) contains a corresponding blocked input, according to (35). Similarly, \( a \) performs an external input by checking if any of the devices in the network contain a corresponding blocked output, according to (36). In a wide area network, devices send all sibling outputs to an intermediate router device, and therefore only need to check the router for blocked outputs in order to perform an external input. Note also that CA, and ambient calculi in general, allow migrating ambients to interact while in transit between devices. Such interactions can either be prevented using type systems for single-threaded migration [18], or they can be implemented by defining a default network device where migrating ambients can execute while waiting to be admitted to a new host.

### 4 Correctness of the Channel Ambient Machine

The correctness of the Channel Ambient Machine is expressed in terms of three main properties: soundness, completeness and termination. Due to space limitations, the full proofs have been omitted, but can be found in [15].

The soundness of the machine relies on a decoding function \([V]\), which maps a given machine term \( V \) to a calculus process, and the unblocking function \([V]\) described in Section 3. Decoding and unblocking are defined as follows:

\[
\begin{align*}
[\nu n V] &\triangleq \nu n [V] \\
[[]] &\triangleq 0 \\
[a[A]::C] &\triangleq a[A] | [C] \\
[P::C] &\triangleq P | [C] \\
[\nu n V] &\triangleq \nu n [V] \\
[[]] &\triangleq [] \\
[a[A]::C] &\triangleq a[A]::C \\
[P::C] &\triangleq P::[C] \\
[a.P::C] &\triangleq a.P::[C]
\end{align*}
\]

Proposition 1 states that reduction in CAM is sound with respect to reduction in CA. The proof relies on Lemma 1, which states that machine terms are reduction-closed.

**Proposition 1.** \( \forall V. V \in \text{CAM} \land V \rightarrow^{*} V' \Rightarrow [V] \rightarrow^{*} [V'] \)

**Proof.** By Lemma 1 and by induction on reduction in CAM. The decoding function is applied to the left and right hand side of each reduction rule and the result is shown to be a valid reduction in CA. \( \Box \)
Lemma 1. \( \forall V.V \in \text{CAM} \land V \rightarrow V' \Rightarrow V' \in \text{CAM} \)

Proof. By definition of structural congruence, by definition of unblocking, and by induction on reduction in CAM. \( \square \)

The completeness of the Channel Ambient Machine relies on a notion of well-formedness to describe invariants on machine terms. The set of well-formed terms CAM\(^\times\) is defined with respect to the set of ill-formed terms CAM\(^\times\), such that \( V \in \text{CAM} \Rightarrow V \in \text{CAM} \land V \notin \text{CAM}^\times \). Ill-formed terms \( V^\times \) are defined as follows:

\[
V^\times := A^\times \quad \text{Bad List}
\]
\[
A^\times := a[(A^\times)] \quad \text{Bad Ambient}
\]
\[
\begin{align*}
A^\times & := a \left( \begin{array}{c}
C \text{ Bad Enter, } C \equiv a \\text{in } b \cdot x.P :: A :: C' \land C' \equiv b \\text{in } x.Q :: B :: C'' \\
C \text{ Bad Leave, } C \equiv b \\text{out } x.P :: A :: B :: C' \land B \equiv \text{out } x.Q :: B' \\
C \text{ Bad Sibling, } C \equiv a \left( \begin{array}{c}
\text{let } x := n.P :: A :: C' \land C' \equiv b \left( \begin{array}{c}
x^\dagger(m).Q :: B :: C'' \\
\text{Bad Parent, } C \equiv a \left( \begin{array}{c}
x^\dagger(n).P :: A :: C' \land C' \equiv x(m).Q :: C''
\end{array} \right)
\end{array} \right)
\end{array} \right)
\end{align*}
\]

A term is ill-formed if it contains both a blocked action \( \alpha.P \) and a corresponding blocked co-action. Therefore, a well-formed term cannot contain a blocked action \( \alpha.P \) that could participate in a reduction if it were unblocked to \( \alpha.P \).

Proposition 2 states that reduction in CAM\(^\times\) is complete with respect to reduction in CA. The proof relies on Lemma 2, which states that well-formed machine terms are reduction-closed. The proof of reduction closure relies on Lemma 3, which states that a term \( V' \) inside an arbitrary context \( K \) cannot become ill-formed as a result of a reduction.

**Proposition 2.** \( \forall V.(V \in \text{CAM} \land [V] \rightarrow^* P') \Rightarrow \exists V'.V \rightarrow^* V' \land [V'] \equiv P' \)

Proof. By Lemma 2 and by induction on reduction in CA. For each reduction rule in CA, any machine term that corresponds to the left hand side of the rule can reduce to a term that corresponds to the right hand side. \( \square \)

**Lemma 2.** \( \forall V.V \in \text{CAM} \land V \rightarrow V' \Rightarrow V' \in \text{CAM} \)

Proof. By Lemma 3 and by definition of CAM\(^\times\). \( \square \)

**Lemma 3.** \( \forall V.\forall K.V \rightarrow V' \land K(V') \in \text{CAM}^\times \Rightarrow K(V) \in \text{CAM}^\times \)

Proof. By definition of unblocking and by induction on reduction in CAM. \( \square \)
Proposition 3 states that reduction in CAM$^\vee$ terminates if reduction in CA terminates. For a given well-formed machine term $V$, if the corresponding calculus process $\lbrack V \rbrack$ is unable to reduce then $V$ will be unable to reduce after a finite number of steps.

**Proposition 3.** $\forall V. V \in \text{CAM}^\vee \land \lbrack V \rbrack \not\rightarrow \Rightarrow V \not\rightarrow^*$

*Proof.* Reductions in CAM can be classified into housekeeping, interaction and blocking reductions. By definition of well-formedness, an action is blocked if it cannot interact with a suitable co-action. Therefore, if no interactions are possible then all the actions in a given machine term will eventually block and execution will terminate after a finite number of housekeeping reductions. □

## 5 Implementation

The Channel Ambient Machine has been used to implement a runtime system, which executes programs written in the Channel Ambient language. The runtime is implemented in OCaml, and the language is based on polyadic CA with built-in base types from OCaml. The language also uses a type system for channel communication based on the polymorphic type system of Pict [19]. The runtime is invoked by the command `cam.exe sourcefile portnumber`. This starts a new runtime, which executes the contents of `sourcefile.ca` and accepts connections on `portnumber` of the host machine. Before a given source file is executed, it is statically checked by the CA type-checker, which reports any type errors to the user. The current state of the runtime is regularly streamed to `sourcefile.html`, which can be viewed in a web browser and periodically refreshed to display the latest state information. A beta version of the runtime can be downloaded from [15], together with a user guide.

The main functionality of the runtime is illustrated by the following example, which lists the contents of two source files, `server.ca` and `client.ca`, respectively:

```latex
let request = request:<site,<void>> in
let service = service:ambient in
let logout = logout:<void> in
( !request(c:site,x:<void>);
  applet[!out logout; in c.x; Q<>]
  || ![out logout ]
)
```

```latex
let server = 192.168.0.2(3145) in
let client = 192.168.0.3(3145) in
let request = request:<site,<void>> in
new login:<void>
( server.request<client,login>
  || ![in login; P<> ]
)
```

These files contain source code corresponding to the `server` and `client` ambients of the example described in Section 2. The syntax of the code is similar to the syntax of CA, with minor variations such as using a semi-colon instead of a dot for action prefixes. The code also contains type annotations of the form $n : T$, where $n$ is a variable name and $T$ is a type expression, and value declarations of the form $let n = V in P$, where $V$ is a value expression. Site values are of the form $IP(i)$, where $IP$ is an IP address and $i$ is a port number. Channel values are of the form $n : \langle T \rangle$, where $n$ is a name and $T$ is the type of values carried by
the channel, and ambient values are of the form \( n : \text{ambient} \) where \( n \) is a name. The additional type information helps to preserve type safety when remote machines interact over global channels, since two channels are only equal if both their names and types coincide. The code also contains process macros \( P(\cdot) \) and \( Q(\cdot) \), whose definitions are omitted. The example is executed by invoking the commands \texttt{cam.exe server 3145} and \texttt{cam.exe client 3145} on two different machines with IP addresses 192.168.0.2 and 192.168.0.3 respectively. The behaviour of the program is as described in Section 2: after a certain number of executions steps, the client receives a service ambient from the server.

The runtime also provides support for system calls, which are modeled using a sibling output of the form \( \text{system-call(parameters)} \). For example, the call \( \text{system-print}(n) \) prints the value \( n \) on the runtime console. For security reasons, system calls can only be executed by the top-level ambient. This ambient can then provide an interface to a given system call by means of forwarder channels. A separate forwarder channel can be defined for each user or group of users, enabling fine-grained security policies to be implemented for each system call. The runtime also allows files to be stored in an ambient in binary form and sent over channels like ordinary values. This feature is used in the call \( \text{system-java}(file) \), which invokes the Java runtime with the specified file. This can be used to program a wide range of applications. For example, it can be used to program an ambient that moves to a remote site, retrieves a Java class file and then moves to a new site to execute the retrieved file. A similar approach can be used to coordinate the execution of multiple Prolog queries on different sites, or coordinate the distribution and retrieval of multiple HTML forms. Section 6 describes an ambient tracker application, which illustrates the kind of application that can be executed by the runtime system.

6 Ambient Tracker Application

The Channel Ambient calculus can be used to model an ambient tracker application, which keeps track of the location of registered client ambients as they move between trusted sites \( s_0, \ldots, s_N \) in a network. The application is inspired by previous work on location-independence, studied in the context of the Nomadic \( \pi \)-calculus [21] and the Nomadic Pict programming language [22]. This section describes a decentralised version of the algorithm given in [20]. The algorithm uses multiple home servers to track the location of mobile clients, and relies on a locking mechanism to prevent race conditions. The locking mechanism ensures that messages are not forwarded to a client while it is migrating between sites, and that the client does not migrate while messages are in transit.

The application is modeled using the Site, Tracker and Client processes defined in Fig. 3. The Site process describes the services provided by each trusted site in the network. An ambient at a trusted site can receive a message \( m \) on channel \( x \) from a remote ambient via the child channel. Likewise, it can forward a message \( m \) on channel \( x \) to a remote ambient \( a \) at a site \( s \) via the fwd channel. Visiting ambients can enter and leave a trusted site via the login and logout channels respectively. An ambient at a trusted site can check whether a given site \( s \) is trusted by sending an output on channel \( s \). A client ambient can register
\[
\text{Site}(s_i) \triangleq \\
(\text{!} \text{child}^{\top}(a, x, m).a/x \langle m \rangle) \\
| \text{!} \text{fwd}(s, a, x, m).s \cdot \text{child}(a, x, m) \\
| \text{!} \text{login} \mid \text{!} \text{logout} \\
| !s_0() \mid ... \mid !s_N() \\
| !\text{register}(\text{client, ack}).v\text{tracker vsend vmove vdeliver vlock} \\
\]

\[
\text{Tracker}(\text{client, send, move, deliver, lock}) \triangleq \\
(\text{!} \text{send}^{\top}(x, m).\text{lock}^{\top}(s).\text{fwd}^{\top}(s, \text{client, deliver}, (s, x, m)) \\
| \text{!} \text{move}^{\top}(s').s'^{\top}(\cdot).\text{lock}^{\top}(s).\text{fwd}^{\top}(s, \text{client, lock}, s')) \\
\]

\[
\text{Client}(\text{home, tracker, deliver, lock}) \triangleq \\
(\text{!} \text{lock}^{\top}(s).\text{out logout in s login fwd}^{\top}(\text{home, tracker, lock}, s).\text{moved}(s) \\
| \text{!} \text{deliver}^{\top}(s, x, m).\text{fwd}^{\top}(\text{home, tracker, lock}, s).x\langle m \rangle) \\
\]

**Fig. 3.** Tracker Definitions

with a trusted site via the register channel, which creates a new tracker ambient to keep track of the location of the client. The Tracker and Client processes describe the services provided by the tracker and client ambients respectively.

Figure 4 describes a scenario in which a client registers with its home site. The client $c$ sends a message to its home site $s_0$ on the register channel, consisting of its name and an acknowledgement channel $ack$. The site creates a new ambient name $t_c$ and new send, move, deliver and lock channels $s_c, m_c, d_c, l_c$ respectively. It then sends these names to the client on channel $ack$, and in parallel creates a new tracker ambient $t_c$ for keeping track of the location of the client. The tracker is initialised with the Tracker process and the current location of the client is stored as an output to the tracker on the lock channel $l_c$. When the client receives the acknowledgement it spawns a new Client process in parallel with process $P$.

A message can be sent to the client by sending a request to its corresponding tracker ambient on the home site $s_0$. The request is sent to the tracker ambient $t_c$ on the send channel $s_c$, asking the tracker to send a message $n$ to its client on channel $x$. The tracker then inputs the current location $s_i$ of its client via the lock channel $l_c$, thereby acquiring the lock and preventing the client from moving. The tracker then forwards the request to the deliver channel $d_c$ of the
client. When the client receives the request, it forwards its current location to the tracker on the lock channel, thereby releasing the lock, and then locally sends the message \( n \) on channel \( x \).

When the client wishes to move to a site \( s_j \), it forwards the name \( s_j \) to the tracker ambient on the move channel \( m_c \). The tracker ambient first checks whether this site is trusted by trying to send an output on channel \( s_j \). If the output succeeds, the tracker then inputs the current location of its client on the lock channel, thereby acquiring the lock and preventing subsequent messages from being forwarded to the client. It then forwards the name \( s_j \) to the client on the lock channel, giving it permission to move to site \( s_j \). When the client receives permission to move, it leaves on the \( logout \) channel and enters site \( s_j \) on the \( login \) channel. It then forwards its new location to the tracker ambient on the lock channel, thereby releasing the lock.

The above application has been implemented in the channel ambient programming language, and preliminary trials have been performed. Multiple clients were initialised on a number of different machines and registered with a tracker service. These clients were programmed to migrate between the various sites and perform local tasks, including retrieving files and launching Java applications, whilst communicating with each other on the move.

7 Comparison with Related Work

The Channel Ambient calculus is a variant of Boxed Ambients inspired by recent developments in the design of process calculi for mobility. The calculus uses guarded replication, which is present in modern variants of Boxed Ambients such as [4]. Actions in CA are similar to actions in Boxed Ambients [9], except that ambients in CA can interact using named channels and sibling ambients can communicate directly. This form of sibling communication is inspired by the
Nomadic $\pi$-calculus, although agents in Nomadic $\pi$ are not nested. A similar form of channel communication is also used in the Seal calculus [8], although sibling seals cannot communicate directly. The use of channels for mobility is inspired by the mechanism of passwords, first introduced in [13] and subsequently adopted in [4]. The main advantage of CA over existing variants of Boxed Ambients is its ability to express high-level constructs such as channel-based interaction and sibling communication directly. These constructs seem to be at the right level of abstraction for writing mobile applications such as the tracker application outlined in Section 6. The main advantage of CA over the Nomadic $\pi$-calculus is its ability to regulate access to an ambient by means of named channels, and its ability to model computation within nested locations, both of which are lacking in Nomadic $\pi$.

The Channel Ambient Machine extends the list semantics of the Pict machine, to provide support for nested ambients and ambient migration. Pict uses channel queues in order to store blocked inputs and outputs that are waiting to synchronise. In CAM these channel queues are generalised to a notion of blocked processes, in order to allow both communication and migration primitives to synchronise. A notion of unblocking is also defined, to allow mobile ambients in CAM to re-bind to new environments. The Pict machine does not require a notion of restriction, since all names in Pict are local to a single machine. In contrast, CAM requires an explicit notion of restriction in order to manage the scope of names across ambient boundaries, as given by rules (26), (28) and (33). By definition, the Pict abstract machine is deterministic and, although it is sound with respect to the $\pi$-calculus, it is not complete. In contrast, CAM is non-deterministic and is both sound and complete with respect to CA.

A number of abstract machines have also been defined for variants of the Ambient calculus. In [5] an abstract machine for Ambients is presented, which has not been proved sound or complete. In [11] a distributed implementation of Ambients is described, which uses JoCaml as an implementation language. The implementation relies on a formal translation of Ambients into the Distributed Join calculus. However, it is not clear how such a translation can be adapted to boxed ambient calculi, which use more sophisticated communication primitives. Furthermore, the implementation is tied to a particular programming language (JoCaml), which limits the scope in which it can be used. In [18] a distributed abstract machine for Safe Ambients is presented, which uses logical forwarders to represent mobility. Physical mobility can only occur when an ambient is opened. However, such an approach is not applicable to boxed ambient calculi, where the open primitive is non-existent.

The ambient tracker application described in Section 6 is inspired by work on mobile applications presented in [21]. This work identifies a key role for process calculi in modelling communication infrastructures for mobile agent systems. Such infrastructures can be used as a foundation for building robust applications in the areas of data mining and resource monitoring, among others. In [21] the Nomadic $\pi$-calculus is used to model an infrastructure for reliably forwarding messages to mobile agents, and a centralised version of this algorithm is proved correct in [20]. In Section 6, a decentralised version of this algorithm is modeled
in CA. The main advantage of Channel Ambients over Nomadic Pict lies in the correctness of the Channel Ambient Machine, which ensures that any properties satisfied by the calculus model will also hold in its implementation.

8 Conclusions and Future Work

In this paper we presented a distributed abstract machine for a variant of the Boxed Ambient calculus with channels, and proved the soundness and completeness of the machine with respect to the calculus. We then described a prototype implementation, together with an application for tracking the location of mobile ambients. The prototype is a useful tool for experimenting with the development of mobile applications based on a formal model, which we hope will provide insight into the design of future programming languages for mobile computing.

To our knowledge, this is the first time that a correct abstract machine for a variant of Boxed Ambients has been implemented in a distributed environment. The correctness of the machine ensures that the work done in specifying and analysing mobile applications is not lost during their implementation.

We are currently using the techniques outlined in this paper to define abstract machines for other variants of boxed ambients, such as those described in [9] and [4]. We also believe that similar techniques can be used to define an abstract machine for Safe Ambients [12]. It would be interesting to see how the resulting machine compares with those defined in [11] and [18].

Another area for future research is the choice between a deterministic and a non-deterministic implementation. Non-determinism guarantees completeness, but requires a random scheduling algorithm to be implemented. Determinism is more efficient, but leads to weaker correctness properties. The machine defined in this paper allows both alternatives to be implemented. It would be interesting to investigate whether the more efficient deterministic machine provides sufficient guarantees for correctness.

The main motivation for defining an abstract machine for CA, as opposed to another variant of boxed ambients, was the desire to express high-level constructs such as channel-based interaction and sibling communication directly. In future, we plan to investigate whether these constructs can be encoded in other variants of Boxed Ambients. We also intend to ascertain whether existing type theories for boxed ambient calculi can be smoothly applied to CA.

More generally, we plan to investigate whether existing program analysis techniques can be used to prove properties of applications written in CA. Examples of such techniques include equivalence-based analysis of mobile applications [20], model-checking techniques based on ambient logic [6] and security types for mobile ambients [10].
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Abstract. The Ambient calculus is a successful model of distributed, mobile computation, and has been the vehicle of new ideas for resource access control. Mobility types have been used to enforce elementary access control policies, expressed indirectly via classification of ambients in groups by means of ‘group types.’ The paper presents a theory of dependent types for the Ambient calculus which allows greater flexibility, while keeping the complexity away from the programmer into the type system.

1 Introduction

The work on types for Mobile Ambients [6] (MA), initiated in [7], has introduced some interesting innovations. In particular, it led to natural concepts of mobility types (cf., e.g. [4,3,12,8]). The common framework proposed so far in the literature for mobility control relies on groups and group types. Groups represent collections of ambients with uniform access rights, and policies like ‘\(n\) CanMoveTo \(m\)’ are expressed by saying, for instance, ‘\(n\) belongs to group \(G\) and all ambients of group \(G\) can move to \(m\).’ These and similar simple constraints, such as ‘\(m\) accepts ambients of group \(G\),’ are then enforced statically by embodying groups in types. This approach’s merit is to simplify considerably the type system. It allows to avoid the difficulties of dependent types, since it replaces (variable) ambient names with (constant) group names. The loss in expressiveness and flexibility, however, is self-evident.

This paper generalises the approaches to access control based on groups by using types explicitly dependent on ambient names, so that policies like ‘\(n\) CanMoveTo \(m\)’ can be expressed directly. The task involves issues of technical complexity, and we believe that our approach contributes significantly to advance the theory of type-based resource access control in the Ambient calculus. The guiding principle behind our work is to allow for flexibility in control policies, while pushing the complexity to the type system. We elaborate further on this below.

Dependent types vs groups. At the formal level, dependent types are indeed trickier to work with than groups, as already suggested in [4]. However, they are very expressive and ultimately, at the programming level, not necessarily more difficult to use than groups. It may indeed be challenging, if not impossible, to

partition ambient names into groups in order to implement the desired security policy in complex applications. By referring directly to names, instead, a programmer avoids a level of indirection, and is less prone to policy specification errors. The type systems we propose here aim at harnessing the complexity of dependent types and relegating it to inner working of the type system, so as to keep the burden off the programmer, and consequently make programs more robust.

To illustrate the point, let us consider a naive and specialised taxi server whose intention is to provide a taxi service usable only by ambient $n$:

$$\text{TaxiServ}(n) = !(\nu \text{taxi} : A) \ (\text{taxi}[] | n[\text{in taxi}]).$$

The process creates a new ambient called taxi, with some type $A$, together with an ambient $n$ which can move to it. Due to the scoping rules, an external ambient $m[P]$ can move into the taxi by first moving to $n$ and then escaping it after being transported to taxi. To avoid this, $A$ must restrict the children allowed of taxi to, say, only ambient $n$. Using groups – for instance in the setting of [12], where an ambient type $a : \text{amb}[G, \text{mob}[G]]$ assigns group $G$ to $a$ and specifies that $G$ is the set of groups of those ambients which $a$ is allowed to move to – to prevent any ambient other than $n$ to occupy the taxi, $n$ must be the only ambient with a type of the form $\text{amb}[H, \text{mob}[\{G\} \cup \mathcal{H}]]$, where $G$ is the group of taxi. This condition is clearly beyond the control of the TaxiServ($n$) application, as the environment may create new names with types that violate it. Making $G$ private is not a solution, as it forces $n$ to be confined too, so defeating its very purpose. Indeed, in a term such as $(\nu G)(\nu n : A) \ P | Q$, with $G$ in $A$, $n$ can not be passed to $Q$ (not even via subtyping [12]), as the type of any suitable receiving variable would contain $G$.

With dependent types we would simply and directly mention $n$ as a possible (or perhaps the only) child for taxi. This leads to ambient types of the form $\text{amb}[\text{mob}[P, C]]$, where $P$ is the set of names of those ambients allowed to contain taxi and, dually, $C$ is the set of names of those ambients allowed to reside within taxi. Type $A$ above can be simply $\text{amb}[[\text{top}, \{n\}]]$, where name top represents the top-level ambient. Yet, the taxi ambient would be guaranteed to have $n$ and only $n$ as a possible child, with no need for $n$ to be private. Of course, such simplicity in expressing types comes at the cost of additional complexity at the type system level. Primarily, we need to enforce consistency between the type of a parent ambient and those of its children. To exemplify, when a taxi is created, $n$ receives a new capability to have taxi as its parent; the type of $n$ – which actually predates the creation of the fresh instance of taxi – must then be updated accordingly. Observe that in a conventional type system, the effect of the new name would be confined inside the scope of its definition, and would certainly not affect the type of $n$. In our case, however, leaving $n$’s type unchanged leads to an unsound system (cf. Example 1).

In order for $n$ to be aware of any additional capability it may acquire over time, we introduce the pivotal notion of abstract names. Such names are used only in the derivation of typing judgements, to record potential name creations, either by a process or by its environment. As it will be clear later, abstract
names intuitively play the role of group names in their ability to cross the scope of name restrictions.

**Flexibility.** The main contribution of this paper is the use of dynamic types to increase expressiveness, which can be fleshed out as the ability to deploy security policies at run time. More precisely, we want servers flexible enough to provide services specialised to each particular client, so leading towards secure, highly modular programming. In other words, a service specifically provided for client $c_1$ must be unusable by client $c_2$. Such objectives may be achieved in several different ways, as for instance by adding special operators to the calculus. In this paper we stick to the basic primitives of the Ambient calculus and investigate the issue of personalised services at the level of types.

The taxi server discussed above is not particularly interesting, because it is hardly a server at all: it does not interact with generic clients, but provides again and again the same ‘secure’ service to the same client. A brief reflection proves that if we were to design a ‘true’ server using groups, we would need to exchange group names, yielding soon a form of (group) dependent types. The type system we propose for dynamic types is a natural extension of the one we illustrated above, for mobility only. Namely, we simply require that communications of ambient names and variables be reflected in the types. For instance, the dynamic taxi server will have the form:

$$!(x)\;\text{TaxiServ}(x) = !(x)(\nu\;\text{taxi} : \text{amb}[\text{mob}[^{\text{top}}], \{x\}]) (\text{taxi}[]) \mid x[\text{in} \; \text{taxi}]).$$

Communication increases the complexity of the type system, because the rules need to track information about receivers, too. It makes little sense to type communication via the usual exchange types, because receiving different names may lead to orthogonal behavioural and mobility properties. Subtyping does not help towards a unifying treatment (cf. Example 2). We approach the problem by tracking the names that may be received at a given variable. This enriches ambient types which, in addition to a mobility component, acquire a communication one. A typing assignment $n : \text{amb}[\text{mob}[^{\mathcal{P}, \mathcal{C}}, \text{com}[^{\mathcal{E}, \mathcal{L}}]],$ where $\mathcal{E}$ and $\mathcal{L}$ are sets of ambient names, means that $n$ may be communicated inside any ambient in $\mathcal{E}$, and dually, that any ambient in $\mathcal{L}$ may be communicated within $n$. It is important to remark that even if such components only carry finite sets, the volume of information exchanged is in general not bounded: the joint effect of name creation and the use of abstract names, allows to distribute new communication capabilities at run time, and communicate infinitely many names.

**Plan.** The paper proceeds as follows. Section 2 presents a simple type system with dependent types. We focus on mobility, that is the Ambient calculus with no communication at all. Then, in Section 3, we investigate dynamic types allowing communication of ambient names. For the sake of simplicity, we do not address the issue of communication of capabilities, even though this can easily be integrated in our approach.
2 A Simple Dependent Type System

In the paper we use the standard Ambient calculus with *asynchronous, monadic* communication. (We remark that our results do not depend on such choice.) Syntax and reduction semantics can be found in [6]. In this section we consider the pure Ambient calculus, that is the calculus restricted to the mobility features. Communication will be studied in Section 3.

2.1 Types and Definitions

The syntax of types is given in Figure 1 where \( N \) denotes an infinite set of *abstract ambient names* and the symbol \( \star \) stands for the self-ambient, whose meaning is explained below. The type \( \text{cap}[\mathcal{P}] \) denotes the type of a capability which can be exercised within any ambient whose name occurs in \( \mathcal{P} \). An ambient type has, for the moment, just one component: a mobility type. Ambient \( n \) with mobility type \( \text{mob}[\mathcal{P}, \mathcal{C}] \) is allowed to be a sub-ambient of all ambients whose name occurs in \( \mathcal{P} \); i.e. \( \mathcal{P} \) is the set of *possible parents* of \( n \). Moreover, an ambient is allowed to occur as sub-ambient of \( n \) if its name occurs in \( \mathcal{C} \), the set of *possible children* of \( n \). We define some useful notations on types:

\[
\text{amb}[M]\text{mob} = M \quad \text{mob}[\mathcal{P}, \mathcal{C}]^\uparrow = \mathcal{P} \quad \text{mob}[\mathcal{P}, \mathcal{C}]^\downarrow = \mathcal{C}
\]

We use two kinds of typing contexts: *abstract contexts* (ranged over by \( \Xi, \Theta, \ldots \)) and *concrete contexts* (ranged over by \( \Gamma, \Delta, \ldots \)), which map respectively abstract and concrete names to ambient types. We use \( \Pi \) to denote either an abstract or a concrete context. We note by \( (\Pi, \Pi') \) the union of disjoint contexts of the same kind. According to the informal meaning of types, type assignments in concrete typing contexts are related to each other. Consider for instance

\[
(\Gamma = n : \text{amb}[\text{mob}[\mathcal{P}, \mathcal{C}]], m : \text{amb}[\text{mob}[\emptyset, \{n\}]]),
\]

where the type of \( m \) allows it to have \( n \) as a child. Coherently, the type of \( n \) should allow \( n \) to have \( m \) as a parent, i.e. \( m \in \mathcal{P} \). This can be expressed by the central notion of *context update* \( \Gamma^{(n:A)} \), which updates \( \Gamma \) with respect to a fresh type assignment \( n : A \):

\[
(\Gamma, \Delta)^{(n:A)} = \Gamma^{(n:A)}, \Delta^{(n:A)}
\]

\[
(m : \text{amb}[M_0])^{(n:\text{amb}[N])} = m : \text{amb}[M_1],
\]

where

\[
M_1^\uparrow = \begin{cases} M_0^\uparrow \cup \{n\} & \text{if } m \in N^\uparrow, \\ M_0^\uparrow & \text{otherwise}; \end{cases} \quad \text{and} \quad M_1^\downarrow = \begin{cases} M_0^\downarrow \cup \{n\} & \text{if } m \in N^\downarrow, \\ M_0^\downarrow & \text{otherwise}. \end{cases}
\]

Context update is pivotal in our type systems to express the typing of name creation. We define union (resp. inclusion and equality) of types as component-wise set union (resp. inclusion and equality); the notation \( \text{nm}(A) \) (resp. \( \text{an}(A) \)) stands for the set of (abstract) names occurring in \( A \). It is extended to all types and typing contexts.
Fig. 1. Types

\[
\begin{align*}
\Gamma \vdash^\Theta a : A & \quad \text{(VAMB)} & \Gamma \vdash^\Theta U : K, V : K & \quad \text{(VPFX)} \\
\Gamma \vdash^\Theta a : A, a_i : A_i & \quad \text{mob} \subseteq A_i^{\text{mob}} \quad 1 \leq i \leq n & \quad \text{(VOUT)} & \Gamma \vdash^\Theta a : A & \quad \text{P} \subseteq A^{\text{mob}} \quad \text{(VIN)} \\
\Gamma \vdash^\Xi \Theta P & \quad \Gamma \vdash^\Xi \Theta a : A & b \in A^{\text{mob}} & \quad \text{(AMBI)} & \Gamma \vdash^\Theta a[P] \\
\Gamma \vdash^\Xi \Theta V : \text{cap}[a] & \quad \text{(PFX)} & \Gamma \vdash^\Xi \Theta a[P] & \quad \text{(REP)} & \Gamma \vdash^\Xi \Theta \alpha[P] \\
\Gamma \vdash^\Xi \Theta \nu \gamma & \quad \text{(RES)}
\end{align*}
\]

Fig. 2. Simple Type System

2.2 The Type System

Our type system deals with typing judgements for values and processes, that is

\[\Gamma \vdash^\Theta V : T \quad \text{and} \quad \Gamma \vdash^\Xi \Theta \ P,\]

where \(T\) is either an ambient or a capability type. The first judgement reads as “\(V\) has type \(T\) with respect to the concrete context \(\Gamma\) and the abstract context \(\Theta\).” In the second one, ambient name \(a\) stands for the ambient where \(P\) is running, which we call the current location of \(P\). In other words, \(P\) is guaranteed to be well-typed if run in \(a\). Abstract contexts \(\Xi\) and \(\Theta\) are used to account for potential name creations: those arising from \(P\) are registered in the local abstract context \(\Xi\), those performed by the environment appear in the external abstract context \(\Theta\). The role of such contexts is to “internalise” (a dynamic notion of) group names, which move from being part of the language to being a inner mechanism of the type system.
Example 1. Let

\[
\text{TaxiServ}(n) = !((\nu \text{taxi}: A) (\text{taxi}[] | n[\text{in taxi}]), \text{ for } A = \text{amb}([\text{mob}\{\{\text{top}\}, \{n\}\}]).
\]

Let \( Q = n[\text{in } n | m[\text{out } n.\text{out } n]] \). We study the system \( P = \text{TaxiServ}(n) | Q \), which we assume running in some ambient named \( \text{top} \). The server \( \text{TaxiServ}(n) \) creates an ambient \( \text{taxi} \) whose type allows it to accept only \( n \) as a child. The scope (or “visibility”) of \( \text{taxi} \) is \( (\text{taxi}[] | n[\text{in taxi}]) \). We assume that \( Q \) is an ambient \( n \) which may move in an ambient of the same name \( n \) and contains a child ambient \( m \), willing to escape twice out \( n \). Thus, \( m \) must be allowed to run at the same level of \( n \), and a type system should ensure that any possible parent for \( n \) is also a possible one for \( m \). This leads to an assignment like \( \Gamma \) below.

\[
\Gamma = \left\{ \begin{array}{l}
\text{top: amb}[\text{mob}[\emptyset, \{n, m\}]] \\
n: \text{amb}[\text{mob}[\{\text{top}, n\}, \{n, m\}]] \\
m: \text{amb}[\text{mob}[\{\text{top}, n\}, \emptyset]]
\end{array} \right. \quad \Delta = \left\{ \begin{array}{l}
\text{top: amb}[\text{mob}[\emptyset, \{n, m, \text{taxi}\}]] \\
n: \text{amb}[\text{mob}[\{\text{top}, n, \text{taxi}\}, \{n, m\}]] \\
m: \text{amb}[\text{mob}[\{\text{top}, n\}, \emptyset]] \\
taxi: \text{amb}[\text{mob}[\{\text{top}\}, \{n\}]]
\end{array} \right.
\]

In \( (\text{taxi}[] | n[\text{in taxi}]) \), ambient \( n \) gains access to \( \text{taxi} \) by means of name creation, viz. \( \text{taxi} \), and the type assignment must evolve to \( \Delta \) above (which actually is of the form \( \Gamma^{(\text{taxi}: A)}, \text{taxi}: A \)). However, running \( P \) may obviously lead to \( m \) becoming a child of \( \text{taxi} \), thus violating the specification expressed by the type of \( \text{taxi} \). So, \( P \) must be considered ill-typed. A naive approach would however try to typecheck \( (\text{taxi}[] | n[\text{in taxi}]) \) (against \( \Delta \)) and \( Q \) (against \( \Gamma \)) independently, and therefore accept \( P \). Indeed, from \( Q \)’s point of view, \( \text{taxi} \) does not exist (it is bound in \( \text{TaxiServ}(n) \)), and \( Q \) behaves well. From the viewpoint of \( \text{TaxiServ}(n) \), although \( \text{taxi} \) exists, the specification given by its type is respected: ambient \( n \) is allowed to move into \( \text{taxi} \). Considering \( \text{TaxiServ}(n) \) and \( Q \) as stand-alone processes prevents from realising that their interaction may lead to a breach of the intended access policy.

\[ \square \]

Example 1 motivates the use of abstract contexts. They are a means to record the new capabilities which may potentially arise from name creations performed in external processes. Since such names are bound, they cannot be referred to by name in typing contexts: we use abstract names to represent them. The typechecking of process \( Q \) in Example 1 must then be carried out with an external abstract context \( \Theta = \text{taxi}: A \), representing the potential creation of a name of type \( A \), and an empty local abstract context, as \( Q \) does not create names. In other words, we are led to prove \( \Gamma \vdash_{\text{top}} \Theta \). From \( \Gamma \) and \( \Theta \), we can deduce a more informative type for \( n \), viz. its global type \( \text{amb}[\text{mob}[\{\text{top}, n, \text{taxi}\}, \{n, m\}]] \), which states that \( n \) is allowed to run within \( \text{top}, n \) and some ambient \( \text{taxi} \), to be created by its environment and whose actual name we do not known yet. (We stress that the name \( \text{taxi} \) is just a placeholder; the information that leads to the global type is carried by \( A \).) Since \( m \) does not appear in \( \Theta \), its global type remains \( \text{amb}[\text{mob}[\{\text{top}, n\}, \emptyset]] \), and we can conclude that \( Q \) is ill-typed. Indeed, there exists a possible parent of \( n \) which is not a possible one for \( m \), namely \( \text{taxi} \).
We define the symmetric type $\Pi[\alpha]$ of a name $\alpha$ with respect to a typing context $\Pi$, as $\text{amb}[\text{mob}[\mathcal{P}, \mathcal{C}]]$, where $\mathcal{P} = \{\beta \mid \alpha \in \Pi(\beta)^{-\text{mob}}\}$ and $\mathcal{C} = \{\beta \mid \alpha \in \Pi(\beta)^{\text{mob}}\}$.

**Definition 1.** The global type of a name $\alpha$ with respect to typing contexts $\Gamma$ and $\Theta$ is defined as

$$gt(\Gamma; \Theta)(\alpha) = \begin{cases} \Gamma(\alpha) \cup \Theta[\alpha] & \text{if } \alpha \in \mathcal{N} \\ \Theta(\alpha)\{\alpha/\star\} \cup \Theta[\alpha] & \text{if } \alpha \in \mathcal{N} \end{cases}$$

We define $\text{Types}(\Gamma, \Theta, a) = \{gt(\Gamma; \Theta)(a)\}$. (We use a singleton set here for uniformity with next section.) Turning back to the previous discussion, one can verify that indeed

$$gt(\Gamma; \Theta)(n) = \text{amb}[\text{mob}[[\text{top}, n, \text{taxi}], \{n, m\}]].$$

The notion of symmetric type leads to the definition of symmetric typing context.

**Definition 2.** A concrete typing context $\Gamma$ is said symmetric if $\Gamma(n) = \Gamma[n]$, for all $n \in \text{nm}(\Gamma)$.

Symmetric typing context formalises the notion of “consistency” of a typing context. It ensures that a name $n$ has a type allowing $m$ as a child of $n$ if and only if $m$ itself has a type allowing $n$ as a parent. It also guarantees that a typing context is “complete,” i.e. that any name occurring in it has a type assignment. In the following we will assume all concrete typing contexts to be symmetric, and all abstract contexts to be “complete” for abstract names, that is $\text{dom}(\Theta) = \text{an}(\Theta)$.

Symmetric typing replicates parenthesis information both in children and in parents types. Nevertheless, both components of mobility types are necessary to give sufficient access control in the presence of name creation. We remark that comparable mechanisms play in groups based approaches via the assignment of names to groups. Using the types of [12] to exemplify, recall that $\mathcal{G}$ in $n : \text{amb}[G, \text{mob}[\mathcal{G}]]$ is the set of groups of ambients allowed as parents of $n$. Therefore, assigning $n$ to $G$ to has the effect of determining the children allowed of $n$: namely, those ambients whose mobility component contains $G$.

Let us now comment on the rules of the Figure 2, starting with the judgements for values. We look at the rules from conclusions to premises. A judgement $\Gamma \vdash^\Theta U : T, V : T'$ stands for $\Gamma \vdash^\Theta U : T$ and $\Gamma \vdash^\Theta V : T'$. Axiom (VAMB) simply gives the global type of a name, while (VPFX) asserts that the prefix $U.V$ has the capability type $K$ if both $U$ and $V$ have such type. In order to type a $\text{out} a$ performed in some ambient $a_i$, (VOUT) checks that the possible parents of $a$ are allowed for $a_i$ (for $i \in \{1, \ldots, n\}$). Rule (VIN) typechecks the capability of ambient $b$ (a member of $\mathcal{P}$) to move to ambient $a$. This is allowed if $b$ is a possible child of $a$. Finally, (VOPEN) states that some ambient $a_i$ can open $a$ if both the allowed parents and children of $a$ are allowed for $a_i$, $i \in \{1, \ldots, n\}$. This ensures that whatever happens to $a_i$ because of the capabilities inherited from $a$ via the open is compatible with its specification.
A process is always typed with respect to a current location. Process $a[P]$ is well-typed in ambient $b$ (rule $\text{Amb}$) if $b$ is allowed as $a$'s parent and $P$ is well-typed in $a$. Process $0$ is always well-typed with local abstract context empty. Process $V.P$ is well-typed in $a$ if $P$ is well-typed in $a$ and $V$ is a capability that can be exercised in $a$. In order to type a parallel composition of processes (rule ($\text{Par}$)), the local abstract context must be split in two parts: in the typing of each component one of these remains local, the other becomes external.

Rule ($\text{Res}$) deserves a close analysis. The typing of $(\nu n : A) P$ requires the local abstract context to assign type $A$ to some abstract name (here $n$). The rule consumes such assignment, and $P$ is then typed with its concrete typing context updated with $n$'s typing. We apply the substitution $\{n/\star\}$ to $A$, where $\star$ is an “alias” for the self ambient ($n$ here). This is necessary, since in the conclusion $n$ cannot occur in $A$. Indeed, we make the usual assumption that a bound name does not occur in the typing contexts and in the current location (which here means $n \neq a$). Finally, the substitution $\{n/n\}$ is applied to the local abstract context, as types in $\Xi$ may refer to $n$. This would be the case of, e.g., the term

$$(\nu n : \text{amb}[\text{mob}[[\text{top}],[\emptyset]]])(\nu m : \text{amb}[\text{mob}[[n],[\emptyset]]])P$$

typed with the local abstract context $n : \text{amb}[\text{mob}[[\text{top}],[\emptyset]]], m : \text{amb}[\text{mob}[[n],[\emptyset]]].$

In Rule ($\text{Rep}$) we assume that $\sigma$ is an abstract renaming. By this we mean an injective substitution whose domain is the set of abstract names occurring in $\Xi$ and whose codomain is a set of fresh abstract names. In other words, if $\sigma$ is an abstract renaming, then $\Xi\sigma$ is a fresh copy of $\Xi$. Process $!P$ can be seen as an infinite parallel composition of copies of $P$. Therefore, typing $!P$ is equivalent to typing $P$ in an environment which can provide new capabilities as $P$ can. These are represented by the local abstract context of $!P$, which explains why we add a copy of the local abstract context to the external one. It is easy to prove that one copy is sufficient.

It is worth remarking that there are behavioural properties which are expressible with groups but not with this system of dependent types. This is because in the present system, name creation assigns types which may only refer to names already in the scope of the created name. For instance, in

$$(\nu n : A) P \mid (\nu m : A') Q$$

$m$ (resp. $n$) can not occur in $A$ (resp. $A'$). This means that $n$ and $m$ will not be able to interact. With group types one may use group names shared by $m$ and $n$, i.e. whose scope contains both names. The extension of the type system to dynamic types introduced in the next section circumvents the problem by the usual mechanisms of scope extrusion in name passing calculi. Indeed, in order for $m$ to give (and acquire) new capabilities to $n$, we send $n$ to $m$, which then may refer in $A'$ to the received name.

3 Dynamic Types

As illustrated in the previous section, name creation is itself a means to dynamically change ambient capabilities. In the type system, abstract names are used
to track the relevant changes outside the actual scope of the name. New names may refer directly in their types to known ambient names. For instance, the taxi server

\[(ν \text{taxi} : \text{amb}[\text{mob}\{\{\text{top}\},\{n\}\}], \text{taxi}[] | n[\text{in taxi}])\]

creates a name taxi which may have \(n\) as a child. At the same time, the type of \(n\) is enriched with the capability to have taxi as a parent. This process, however, is restricted in that it provides a private taxi for one and only one ambient, namely \(n\). By enabling communication of ambient names, types in name creation constructs may also refer to a received name, so boosting the dynamic aspects of the calculus. This allows, for instance, to write a generic taxi server which dynamically provides private taxis for any ambient whose name is received by a communication:

\[DTaxiServ = !(x)(ν \text{taxi} : \text{amb}[\text{mob}\{\{\text{top}\},\{x\}\}], \text{taxi}[] | x[\text{in taxi}]),\]

Such an increase in dynamic adaptation, and therefore in expressiveness, comes with a corresponding increase in the complexity of the typing system. There are two reasons:

▷ firstly, types may now refer to ambients indirectly, via variables;
▷ secondly, upon communication a variable may become instantiated by a name or by another, thus leading to different capabilities, that is different access control policies. Moreover, such policies are not necessarily comparable, which, for instance, makes subtyping useless.

**Example 2.** Let \(DTaxiServ\) be as above, and consider \(P = ⟨n⟩ | ⟨m⟩ | DTaxiServ\). Process \(P\) may evolve to either

\[P_1 = ⟨n⟩ | \text{taxi}[] | m[\text{in taxi}] | DTaxiServ \text{ or } P_2 = ⟨m⟩ | \text{taxi}[] | n[\text{in taxi}] | DTaxiServ\]

according to whether \(DTaxiServ\) receives \(m\) or \(n\). As regards to the type assigned to taxi, in \(P_1\) only \(m\) – that is the received name – is allowed to go inside taxi, whereas in \(P_2\) only \(n\) is. Such situations are orthogonal and thus incomparable: in the first one, \(m\) acquires a new capability (‘CanMoveTo’ taxi) and \(n\) remains unchanged, whereas in the second it is the other way around. This means that the type system will have to deal with all possible communications.

Example 2 suggests that an ambient name may have different possible types depending on the communications that may happen.
3.1 New Types and Definitions

The needed additional types are given in Figure 3, where $X$ is an infinite set of *abstract variables*. Ambient types have now two components: one for mobility, which remains unchanged, and one for communication. Following our “symmetric style” for types, a communication type consists of two sets of names: an *external* one, $\mathcal{E}$, which describes the ambients where the name in object may be communicated, and a *local* one, $\mathcal{L}$, which describes the names which may be communicated within the object ambient. For instance, if $n$ has type $\text{amb} [M, \text{com} \{\{m\}, \{o\} \}]$, then $n$ can be exchanged inside $m$, and $o$ can be communicated inside $n$; two terms which satisfy such specification are: $m[\langle n \rangle]$ and $n[\langle o \rangle]$.

A variable type is the set of ambients where a variable may be bound. For instance, in $n[(x)P]$ the variable $x$ may have type $\text{var}\{\{n\}\}$. Because we deal with an ambient calculus with the open capability, a variable may of course be bound in several places. Variable $x$ in

$$n[\langle o_1 \rangle] \mid \text{open } m \mid m[\langle o_2 \rangle] \mid (x)P$$

may be bound in $n$ or in $m$, depending on whether $m$ is opened before $x$ is bound or not. The type of $x$ in the term above must therefore be $\text{var}\{\{m, n\}\}$.

We remark that, contrary to usual type systems, but as in [1], we do not use the so-called *exchange* types, which build on the notion of “topic of conversation” permitted within a given ambient. This is a particular type (modulo subtyping) which all processes within that ambient agree to exchange. Indeed, suppose that $n$ is an ambient whose exchange type is $A$, and $m_1$ and $m_2$ have type $A$. Then, the term

$$n[\langle m_1 \rangle] \mid \langle m_2 \rangle \mid (x : A)P$$

would be well-typed. However, if an external process gives a new capabilities to $m_1$ via name creation, then $\langle m_1 \rangle$ may become ill-typed. An instance of this is the following term.

$$(\nu o : \text{amb}[\text{mob}\{\{m_1\}, \emptyset\}, C])Q \mid n[\langle m_1 \rangle] \mid \langle m_2 \rangle \mid (x : A)P$$

Here, $\langle m_2 \rangle$ is still well-typed, but $\langle m_1 \rangle$ is manifestly not. In fact, after scope extrusion, $m_1$ has not anymore type $A$, but $A$ enriched with the capability to admit $o$ as a child, which leads to a type error when trying to bind $x$ to $m_1$. Our type system does not feature uniform exchange types, but it allows in principle to bind a variable to names which may have completely different types. This also leads to an increase in expressiveness.

Assuming the set of communicable ambient names to appear in types may at first appear to give a very restricted form of communication, where only finitely many names can be communicated in a given ambient. Due to the dynamic nature of types, this is actually not the case: name creation can give new communication capabilities to existing ambients. For instance, if ambient $n$ has a communication type $\text{com}\{\emptyset, \{o\}\}$ – that is, only $o$ may be sent in $n$ – the creation of name $m$ with communication type $\text{com}\{\{n\}, \emptyset\}$ gives $n$ the new capability to
have \( m \) has communicable ambient. Combining name creation with replication leads to potentially infinite communicable names in a given ambient.

Finally, we remark that variable and communication types, contain only ambient names and no variables. This means that communication is forbidden inside ambients created using a received name, as in \( (x)x[P] \). We embraced such restriction for the sake of simplicity: allowing variables in such types is possible, at the price of a more complex definition of the set of types (Definition 7) and of additional side conditions in the type system’s rules.

We introduce notations for communication types corresponding to those given for mobility types in (1). We define \( \text{amb}[M,C]^{\text{com}} = C \), and then \( C^\uparrow, C^\downarrow \) and \( (\Gamma, \Delta)^{(n:A)} \), where \( (x:B)^{(n:A)} = x:B \), as obvious. The notion of symmetric type is extended to communication types straightforwardly.

No variable occurs in symmetric types, therefore the notion of symmetric typing context must be defined accordingly.

**Definition 3.** A concrete typing context \( \Gamma \) is symmetric if, for all \( n \in \text{nm}(\Gamma) \), we have \( \Gamma(n) - (X \cup \mathcal{X}) = \Gamma[n] \).

Here \( \Gamma(n) - (X \cup \mathcal{X}) \) denotes the type of \( n \) in \( \Gamma \) with all variables removed. Definition 1 of global types for ambient names remains unchanged; we complete it below for variables.

**Definition 4.** The global type of a variable \( \alpha \) with respect to typing contexts \( \Gamma \) and \( \Theta \) is defined by

\[
gt(\Gamma; \Theta)(\alpha) = \begin{cases} 
\Gamma[\alpha] \cup \Theta[\alpha] & \text{if } \alpha \in \mathcal{X} \\
\Theta[\alpha] & \text{if } \alpha \in X
\end{cases}
\]

The global type of a variable is the ambient type constructed from the capabilities the variable is given by typing contexts. In case of an abstract variable, only the abstract context provides the information, as no abstract variable occurs in the concrete context.

We finally define the local type of a name, as the usual notion of type provided by a typing context.

**Definition 5.** The local type of a name \( \alpha \) with respect to typing contexts \( \Gamma \) and \( \Theta \) is defined by

\[
lt(\Gamma; \Theta)(\alpha) = \begin{cases} 
\Gamma(\alpha) & \text{if } \alpha \in \text{dom}(\Gamma) \\
\Theta(\alpha) & \text{if } \alpha \in \text{dom}(\Theta) \\
\text{undefined otherwise.}
\end{cases}
\]

For \( B = \text{var}[B] \), we usually identify \( B \) and \( B \) writing, for instance, \( \alpha \in B \) instead of \( \alpha \in B \).
\[
\frac{}{\Gamma \vdash \Theta \ a : A, a_1 : A_i}{\text{for any } \alpha, \text{ if } \text{lt}(\Gamma; \Theta)(\alpha) = B \text{ then } a \in B \text{ iff } a_i \in B}
\]
\[
\frac{}{\Gamma \vdash \Theta \ A^\text{mob} \subseteq A^\text{mob}_i \quad A^\text{com} = A^\text{com}_i \quad \forall i \in \{1, \ldots, n\}}{(\text{VOPEN}')}\]
\[
\frac{\Gamma, x : B \vdash \varepsilon(x/s) : \Theta \ P}{\Gamma \vdash \Theta \ (x)P}{(\text{INPUT})}
\]
\[
\frac{\Gamma \vdash \Theta \ V : A \quad a \in A^\text{com}_i}{\Gamma \vdash \Theta \ a^\text{open} \ (V)}{(\text{OUTPUT})}
\]

Fig. 4. Revised typing system and additional ones for communication

3.2 Revised Typing System

The type system for the calculus with communication of ambient names is obtained from Figure 2 adding rules (INPUT) and (OUTPUT) for communication in Figure 4, and replacing (VOPEN) with (VOPEN').

Rule (VOPEN') has two new conditions. The first verifies that the communication type is the same in the opened ambient and in the enclosing one. The condition on the top line checks that variables may be bound in the opened ambient if and only if they may in the opening one. Rule (INPUT) is similar to (RES): we pick up an abstract variable from the local abstract context whose type contains the current location. We do not perform any context update, since such updates only concern ambient names. Finally, rule (OUTPUT) says that we can send the value V inside a if that is allowed by the type of V.

The most significant revision is in the definition of \( \text{Types}(\Gamma, \Theta, a) \), which is not anymore just a singleton, since names may now have several types. This means that any typing derivation with an axiom (VAMB) as a premise has to be read as: “for all types A such that \( \Gamma \vdash \Theta \ a : A \).” Before we give the formal definition of \( \text{Types}(\Gamma, \Theta, a) \), let us focus on an example to gather some intuition.

Example 3. Let us consider a non-replicated version of the taxi server of Example 2, but with the new communication types:

\[
\text{DTaxiServ}_1 = (x)(\nu \text{ taxi} : \text{amb}[M, C]) (\text{taxi}[] \mid x[\text{in taxi}]),
\]

with \( M = \text{mob}[\{\text{top}\}, \{x\}] \) and \( C = \text{com}[\emptyset, \emptyset] \). Let \( P = \langle n \rangle \mid \langle m \rangle \mid \text{DTaxiServ}_1 \), and suppose to work with the following typing context which assigns types to the free ambient names:

\[
\Gamma = \begin{cases} 
n : A_n, 
m : A_m, 
top : \text{amb}[\text{mob}[\emptyset, \{m, n\}], \text{com}[\emptyset, \{m, n\}]], 
\end{cases}
\]

where

\[
A_n = \text{amb}[\text{mob}[\text{top}, \{m\}], \text{com}[\text{top}, \emptyset]]
\]

\[
A_m = \text{amb}[\text{mob}[\text{top}, \emptyset], \text{com}[\text{top}, \emptyset]].
\]

Here, \( n \) and \( m \) can be communicated in \( \text{top} \), and have \( \text{top} \) as a parent. Moreover, \( n \) may have \( m \) as child and, consequently, \( m \) may have \( n \) as parent. One can verify
that $\Gamma$ is symmetric. In order to type $DTaxiServ_1$ we need an abstract context which assigns variable type $\text{var}([\text{top}])$ to an abstract variable, say $x$, because $x$ may be bound in $\text{top}$. Also, it has to assign an ambient type $A$ to an abstract ambient name, say $\text{taxi}$. Type $A$ has to match $\text{amb}[M, C]$, but we cannot directly use the latter, since $M$ contains $x$ which is initially bound. However, we can refer to the abstract name $x$, meant to correspond to $x$. Therefore the abstract context is

$$\Xi = x : \text{var}([\text{top}]), \text{taxi} : \text{amb}[N, C],$$

for $N = \text{mob}([\text{top}], \{x\})$. It is easy to check that the proof of $\Gamma \vdash_{\text{top}}^{\Xi, \emptyset} DTaxiServ_1$ leads to the judgement $\Delta \vdash_{\text{top}}^{\emptyset, \emptyset} (\text{taxi}[\_] \mid x[\text{in taxi}])$, by application of the rules (INPUT) and (RES), where

$$\Delta = \begin{cases} 
  n : A_n, \\
  m : A_m, \\
  \text{top} : \text{amb}[\text{mob}[\emptyset, \{m, n, \text{taxi}\}], \text{com}[\emptyset, \{m, n\}]], \\
  x : \text{var}([\text{top}]), \\
  \text{taxi} : \text{amb}[\text{mob}([\text{top}], \{x\}], \text{com}[\emptyset, \emptyset]]. 
\end{cases}$$

In $(\text{taxi}[\_] \mid x[\text{taxi}])$, $x$ is an ambient whose global ambient type is

$$A_x = \Delta[x] = \text{amb}[\text{mob}([\text{taxi}], \emptyset), \text{com}[\emptyset, \emptyset]].$$

This is actually the least type assignable to $x$, since $x$ is intended to be instantiated by an ambient name. Indeed, $x$ may be bound to $n$ or $m$, which means that the global types it may possibly assume include

$$A_x \cup A_n = \text{amb}[\text{mob}([\text{top}, \text{taxi}], \{m\}], \text{com}[[\text{top}], \emptyset]),$$

if $n$ is received for $x$, and

$$A_x \cup A_m = \text{amb}[\text{mob}([\text{top}, \text{taxi}, n], \emptyset), \text{com}[[\text{top}], \emptyset]],$$

if $m$ is received for $x$. Type $A_x \cup A_n$ is possible for $n$ in the scope of the restriction. Indeed, if $n$ is received, then the newly created ambient $\text{taxi}$ gives to $n$ – the received name – the capability to be its child. Outside the scope of the restriction, a possible type for $n$ is rather

$$\Xi[x] \cup A_n = \text{amb}[\text{mob}([\text{top}, \text{taxi}], \{m\}], \text{com}[[\text{top}], \emptyset]].$$

Since $\text{taxi}$ is not visible, we have to refer to its abstract representative $\text{taxi}$. Inspecting the various possibilities, we are therefore led to consider the following sets of possible ambient types.

1. Outside the scope of $\text{taxi}$:

   Types$(\Gamma, \Xi, n) = \{ A_n, A_n \cup \Xi[x] \}$ and Types$(\Gamma, \Xi, m) = \{ A_m, A_m \cup \Xi[x] \};$

2. Inside the scope of $\text{taxi}$:

   Types$(\Delta, \emptyset, n) = \{ A_n, A_n \cup \Delta[x] \}, \quad$Types$(\Delta, \emptyset, m) = \{ A_m, A_m \cup \Delta[x] \}$

   and Types$(\Delta, \emptyset, x) = \{ A_x \cup A_n, A_x \cup A_m \}. \Box$
3.3 Estimating the Set of Possible Types

In this section we give the formal estimate of the set of possible types for name $a$ with respect to chosen typing contexts. As illustrated by Example 3, the possible types of an ambient name $n$ are given by its global type merged with those of the variables $n$ might instantiate. Consider the term

$$R = !\langle n \rangle \mid \langle m \rangle \mid (x)P \mid (y)Q;$$

and suppose that $n$ and $m$ have respectively global types $A_n$ and $A_m$. Then, $n$ may instantiate variables $x$ and $y$ with global types, say, $A_x$ and $A_y$ respectively. The possible types of $n$ are, therefore, $A_n, A_n \cup A_x, A_n \cup A_y$ and $A_n \cup A_x \cup A_y$. The latter corresponds to the case in which $n$ instantiates both $x$ and $y$. The possible types of $m$ are $A_m, A_m \cup A_x, A_m \cup A_y,$ and $A_m \cup A_x \cup A_y$. (Observe that the latter is actually impossible, since $m$ may instantiate at most one variable; it is an approximation error introduced by our estimation of possible types.) Symmetrically, the possible types for $x$ are $A_x \cup A_n, A_x \cup A_m, A_x \cup A_y \cup A_n$ and $A_x \cup A_y \cup A_m$.

We first define the set of names which a given name may possibly instantiate or be instantiated by. To this aim we use binary relations over names. Intuitively, if a name $\alpha$ can instantiate a variable $\beta$, then the pair $(\alpha, \beta)$ is in one such a relation. We focus exclusively on so-called binding relations, which only depend on types and typing contexts. Basically, this amounts to saying that $\alpha$ is related to $\beta$ if $\beta$ is a variable which might be bound in some ambient where $\alpha$ may be communicated, as formalised by the definition below.

**Definition 6.** The binding relation with respect to typing contexts $\Gamma$ and $\Theta$ is

$$\text{Bind}(\Gamma; \Theta) = \{ (\alpha, \beta) \mid g\text{t}(\Gamma; \Theta)(\alpha) = A \text{ and } g\text{t}(\Gamma; \Theta)(\beta) = B \text{ with } A \uparrow \uparrow \{\alpha/\star\} \cap B = \emptyset \};$$

Observe that $\text{Bind}(\Gamma, \Theta)$ is actually a subset of $(\mathcal{N} \cup \mathcal{N}) \times (\mathcal{X} \cup \mathcal{X})$. Indeed, due to our restrictions, the global (ambient) type of a variable is always empty — more precisely, it is always $\text{com}([\emptyset, \emptyset])$. It follows that a variable cannot be related to another variable.

Relying on binding relations, we can estimate which variables may be instantiated by a given ambient name, and which ambient names may instantiate a given variable.

$$\text{Vars}(\Gamma; \Theta; \alpha) = \{ \beta \mid (\alpha, \beta) \in \text{Bind}(\Gamma; \Theta) \};$$

$$\text{Ambs}(\Gamma; \Theta; \alpha) = \{ \beta \mid (\beta, \alpha) \in \text{Bind}(\Gamma; \Theta) \};$$

We use the notation $A \triangleright \mathcal{T}$, for $\mathcal{T}$ a set of ambient types, to denote the set $\{A \cup B \mid B \in \mathcal{T}\}$, and $A \triangleright \mathcal{T}$ for $\{A\} \cup A \triangleright \mathcal{T}$.

**Definition 7.** The set $\text{Types}(\Gamma; \Theta; \alpha)$ of possible types for $\alpha$ with respect to typing contexts $\Gamma$ and $\Theta$ is defined by

$$\text{Types}(\Gamma; \Theta; \alpha) = g\text{t}(\Gamma; \Theta)(\alpha) \triangleright \mathcal{T} \{ g\text{t}(\Gamma; \Theta)(\beta) \mid \beta \in \text{Vars}(\Gamma; \Theta; \alpha) \}, \quad \text{if } \alpha \in \mathcal{N} \cup \mathcal{N}, \text{ and}$$

$$\text{Types}(\Gamma; \Theta; \alpha) = \bigcup_{\beta \in \text{Ambs}(\Gamma; \Theta; \alpha)} g\text{t}(\Gamma; \Theta)(\alpha) \triangleright \text{Types}(\Gamma; \Theta; \beta), \quad \text{if } \alpha \in \mathcal{X} \cup \mathcal{X}.$$
Observe that the constraints on our typing rules are expressed essentially as type inclusion constraints. Therefore, we do not really need to consider all the possible types of an ambient name. In practice, as well as in proofs, it is more convenient the use notions of maximum and minimum types which are respectively the union and the intersection of all possible types. Due to space limitation, we leave to the reader to reformulate our rules in such terms. For instance, rule (VAMB) can be removed, whilst (VIN) is rewritten by replacing $A$ (standing for all possible types for $a$) by the minimum type for $a$.

The main result of this paper is a ‘Subject Reduction’ theorem for the type systems we introduced. Write $\Gamma \vdash_n P$ if there exist some abstract contexts $\Xi$ and $\Theta$ such that $\Gamma \vdash_\Xi^{\Xi;\Theta} P$, it can be expressed as follows.

**Theorem 1 (Subject Reduction).** If $\Gamma \vdash_n P$ and $P \rightarrow Q$, then $\Gamma \vdash_n Q$.

4 Conclusion, Related and Future Work

The paper proposed a type system to describe access control policies and related behavioural properties of processes in the Ambient calculus. Whilst all type systems in the literature make use of groups to describe such properties [4,12,8], ours is based on dependent types. Despite an additional complexity in building typing derivations, our system has simple, natural types which may make policy specifications easier, and, therefore, simplify the programming task.

The major technical device of our approach is the novel notion of abstract names, which mimic the role of groups internally to typing derivations. More precisely, they keep track of – and dynamically embody in an ambient’s type – any new capability that the ambient may gain during its lifespan. Abstract names are, in a sense, a dynamic notion of group, made internal to the type system rather than part of the language.

We showed how to extend a basic system to deal with communication of ambient names. The resulting type system is, we believe, the main contribution of this paper. It allows modular, per-client programming and is, to the best of our knowledge, the first one dealing at such a level with dynamic specifications of security policies in the ambient calculus. Communication types come together with a noticeable increase of complexity of typing derivations in the system. Indeed, when typing a communication, one has to consider all ambient names that can possibly instantiate a given variable. However, only a finite number of names are necessary for the proofs, and the notions of maximum and minimum types simplify the matter considerably.

We plan to study in future work the question of decidability of type checking, as a positive answer would make our type system usable in practice. We conjecture that it should be possible to devise a type checking algorithm, for the following reasons.

- The use of abstract contexts is not a concern: for a typable term $P$, it is easy to provide (algorithmically or “by hand”), an abstract context $\Theta$, such
that $\Gamma \vdash_{n}^{\Theta} P$ for some $\Gamma$ and $n$. Indeed, $\Theta$ is essentially the collection of bound names in $P$.

- Communication is quite hard to manage “manually” because it requires the synthesis of several global types. However, given variable types and communication types, it does not seem difficult to design an algorithm that does the job.

Because processes are typed against an environment – represented by the external abstract contexts – our type system is not compositional, in that $\Gamma \vdash_{a} P$ and $\Gamma \vdash_{a} Q$ does not imply $\Gamma \vdash_{a} P \mid Q$. This may be problematic in the framework of open (or partially typed) systems which have to deal with the arrival of unknown agents. Thus, the following questions arises: if $\Gamma \vdash \neg \Xi; \emptyset P$ is provable, does a class exist of external abstract contexts $\Theta$ such that $\Gamma \vdash \neg \Xi; \Theta P$? Such a class would determine the environments which make $P$ typeable. Another question concerns the design of a type inference algorithm, which is a crucial component in open systems, where information coming from external sources cannot always be trusted. As studied in [11] for $D\pi$, dependent types call for a very accurate treatment, which would certainly be required for our type system as well. Such challenging questions are topics of our current and future research.

**Related work.** Beside the already mentioned work on groups [4,12,8], which provided direct inspiration for our research, related work includes [14,10]. These papers introduce dynamic and dependent types for a distributed $\pi$ calculus, and study their impact on behavioural semantics. A difficulty arises in [14] with referring to bound names created in external processes, at all analogous to the one we tackled here with the introduction of abstract names. As a matter of fact, it is pointed out in *loc. cit.* as the main limitation of their work. The problem has been addressed in [13], completely independently of our work, using existential types. There appear to be analogies between Yoshida’s existential types and our approach, although at this stage it is difficult to assess them in the details.

Since our type system works linearly on internal abstract contexts, and classically on external ones, the closest match appears to be with Yoshida’s linear type discipline. However, while we conjecture we can reformulate local abstract names with (some form of) existential types, it looks as though they cannot provide a notion corresponding to our external abstract contexts. But such contexts are the keystones of our work. They allow, in particular, a correct treatment of parallel composition and replication (cf. Figure 2), where it is not always the case that if $P$ is correct, so is $P \mid P$ or, a fortiori, $!P$. We plan to investigate this matter further.

Concerning typing systems for the ambient calculus, [1] uses dependent types for communication in order to achieve advanced type polymorphism of the sort usually encountered in lambda calculi. Types in *loc. cit.* track – like ours – all messages exchanged, and not rely on topics of conversation. They are also used to bound the nesting of ambients.
We conclude by observing that, as pointed out in [5] there are intriguing connections between groups and channels and binders of the flow analysis, as in [2,9]. Indeed, our approach has a lot to share with control flow analysis, and we believe our work can shed further light on such connections.
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Abstract. We present two main contributions: (i) an encoding of Boxed Ambients into a variant of Safe Ambients; (ii) a new Control Flow Analysis for Safe Ambients. Then, we show that the analysis, when applied to the encoded processes, permits to accurately verify Mandatory Access Control policies of the source processes.

1 Introduction

Mobile Ambients (MA) \cite{9} is one of the most relevant linguistic answers, in literature, to the problem of modelling mobility. Ambients are bounded places, where multi-threaded computations happen, and represent its central notion. They are characterized by a name, and by a collection of local processes and of sub-ambients, therefore generalizing both the idea of agent and the idea of location. The ambients hierarchy can be dynamically modified, according to the three following capabilities: \texttt{in} \textsuperscript{n} allows an ambient to enter into an ambient (named) \texttt{n}: \texttt{m]\.[\texttt{in} \textsuperscript{n} \text{.} \texttt{P}_1 \mid \texttt{P}_2] \mid \texttt{n} \text{.} Q \rightarrow \texttt{n} \text{.} \texttt{m}\[ \texttt{P}_1 \mid \texttt{P}_2]\mid \texttt{n} \text{.} Q\]; \texttt{out} \textsuperscript{n} allows an ambient to exit from an ambient (named) \texttt{n}: \texttt{m}\[ \texttt{out} \textsuperscript{n} \text{.} \texttt{P}_1 \mid \texttt{P}_2]\mid \texttt{n} \text{.} Q \rightarrow \texttt{m}\[ \texttt{P}_1 \mid \texttt{P}_2]\mid \texttt{n} \text{.} Q\]; \texttt{open} \textsuperscript{n} allows to destroy the boundary of an ambient (named) \texttt{n}: \texttt{open} \textsuperscript{n} \text{.} \texttt{P} \mid \texttt{n} \text{.} Q \rightarrow \texttt{P} \mid \texttt{Q} \). The previous rules show that the affected ambient \texttt{n} undergoes the action and has no control on whether or not the action takes place. This is a serious drawback which is overcome in Safe Ambients (SA) \cite{20,21}, a variant of MA, where a movement or an ambient dissolution can take place only when the affected ambient, named \texttt{n}, allows it, offering the corresponding \textit{coaction}. This modification does not change the expressiveness of the calculus, yet makes it easier both to write programs and to formally prove their correctness, by using behavioural equivalences \cite{20,22}. Furthermore, the existing static techniques of MA, based on Type Systems \cite{7,8} and Control Flow Analysis (CFA) \cite{24}, can straightforwardly transplanted to SA, and typically give more precise results due to the coactions \cite{20,12,11,3,15,1,17}.

Recently, another modification of MA has been proposed, called \textit{Boxed Ambients} (BA). In BA there is no ambient dissolution and new primitives are introduced for exchanging values across ambient boundaries (in MA/SA only processes local to the same ambient can communicate). Specifically, the \textit{downward} actions, \langle M \rangle^n and \langle x \rangle^n \text{.} P, indicate an output for and an input from a
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sub-ambient (named) $n$; and the upward actions, $(M)^\uparrow$ and $(x)^\uparrow P$, indicate an output for and an input from the parent ambient.

To understand the relevant difference between the BA and the MA/SA model it is convenient to consider a simple situation. Assume that an ambient (named) $a$ is willing to communicate a message to an ambient (named) $b$. The following MA and BA (using the semantics of [10]) processes show two typical protocols,

$$a[\text{in } b. m[\text{out } a. (M)] P] | b[\text{open } m | (x) S | Q]$$  

(1) $$a[\text{in } b. (M)^\uparrow P] | b[(x)^a S | Q]$$  

(2)

In (1) ambient $a$ moves inside ambient $b$; then an auxiliary ambient (named) $m$ exits from ambient $a$, thus ending up within ambient $b$, where it is opened; consequently, the input $(x)$ $S$ and the output $(M)$ can locally interact. The role of the open capability here is crucial, but at the same time may not give security guarantees. In fact, any process contained within ambient $m$ is unleashed inside ambient $b$; ambient $m$ could for instance contain a malicious process, which may cause ambient $b$ to move inside possibly hostile locations and to be there damaged. Further problems arise when we try to understand the opening, according to the principles of mandatory access control (MAC) policies in multi-level security. As the ambient interested by the action is dissolved, it is rather difficult to classify standard read and write operations. In (2) instead there is no need of the auxiliary ambient $m$, because ambient $a$ enters inside ambient $b$, and can directly communicate. Moreover, the MAC properties have a natural interpretation: there is clearly a write access from ambient $a$ to ambient $b$, and symmetrically a read access from ambient $b$ to ambient $a$.

As this example shows, the new forms of inter-level communication offer a valid alternative to the delicate primitive of opening of MA/SA. Nevertheless, the introduction of a different model for a given language – as BA w.r.t. MA/SA - suggests the following questions: (i) is it possible to rebuild for the former model (BA) the techniques previously developed for the latter (MA/SA)? (ii) does it exist an encoding from the former into the latter model? and, consequently, (iii) which of the techniques for the latter model keep giving the expected results when applied to the encoded processes?

The first issue has been investigated: [4,23] introduce type systems for BA, inspired from those of MA, controlling the consistency of communications and the mobility of ambient; [5] extends [4] for checking precisely the MAC properties. In this paper instead we address the other approach and we investigate whether it is possible to apply the same static techniques for both languages. We present the following contributions: – an encoding of BA (w.r.t. the semantics of [10]) into a variant of SA, in Sect. 3; – a new Control Flow Analysis for SA, in Sect. 4, which is an adaptation of the CFA of [24] for MA, obtained by profitably exploiting the presence of coactions. It computes a sound approximation of the run-time behaviour of processes, by giving information about the evolution of the ambient hierarchy, and about which capabilities may be exercised and which messages may be exchanged inside any ambient.

We finally show that our analysis can safely be applied to the encoded BA processes to verify the MAC policies, and that it is particularly adequate for this
application. First, it can be more precise than the types for BA of [5] \(^1\). Moreover, when compared to the other static techniques for MA/SA, our analysis is a good compromise between complexity and accuracy.

Some formal statements, here omitted for lack of space, can be found in [18].

2 Syntax and Semantics of SA and BA

With the aim of compacting as much as possible the presentation, we give the common productions and rules, needed both for (the variant) of SA and for BA, and then the additional productions and semantic rules specific of any calculus.

We note that the variant of SA is a combination of recent proposals [14, 15, 22, 23, 6] where: the coaction for opening does not refer to the name of the affected ambient; the coactions for movements reside in the target ambient, and either refer to the name of the ambient authorized to move or allow any ambient to move. These modifications are necessary only for the encoding, meaning that the CFA can be easily adapted to standard SA.

**Syntax.** As common in CFA, we discipline the \(\alpha\)-renaming of bound names and variables by partitioning names and variables as follows. For SA, we consider names \(N = \{ n, n_0, n_1, \ldots \}\) for the infinite set of names \(N = \{ n, n, n_0, n_1, \ldots \}\); similarly for variables, given the set \(V = \{ x, y, z, \ldots \}\) and \(\hat{V} = \{ x \in V \} \). Analogously, for BA we consider names \(N_{BA}\) and variables \(\hat{V}_{BA}\) partitioned as in SA. Hereafter, we may use the name \(n\) and the variable \(x\) for a generic element of \(N\) and demand that a name \(n_i \in N\) can only be \(\alpha\)-converted with a name \(n_j \in N\). Moreover, to define the CFA it is convenient to label the SA ambients, using a set of labels \(L\) (ranged over by elements \(\lambda, \mu \ldots\)), where \(\top \in L\) represents the outmost ambient.

The following productions define the syntax of SA and BA, processes and expressions (for simplicity we omit capability paths),

**Common Part**

\[
\begin{align*}
P ::= & \quad M ::= \\
0 & \quad \text{nil} & \in M & \quad \text{enter } M \\
| M.P & \quad \text{prefix} & | \text{out } M & \quad \text{exit } M \\
| P | P & \quad \text{parallel} & | n & \quad \text{name} \\
| (\nu n)P & \quad \text{restriction} & | x & \quad \text{variable} \\
| !P & \quad \text{replication} & | (M_1, \ldots, M_n) & \quad \text{tuple} \\
| \langle M \rangle & \quad \text{message} \\
| (x_1, \ldots, x_n) P & \quad \text{P abstraction}
\end{align*}
\]

**Additional Productions for SA**

\[
\begin{align*}
P ::= & \quad M ::= \\
M_{\lambda}P & \quad \text{ambient} & \in M & \quad \text{let } M \text{ enter} \\
| \text{out } M & \quad \text{let } M \text{ exit} \\
| \text{open } M & \quad \text{open } M \\
| \text{open} & \quad \text{let open} \\
| \text{in} & \quad \text{let enter} \\
| \text{out} & \quad \text{let exit}
\end{align*}
\]

\(^1\) The type system is defined for a slightly different semantics of BA [4]. In this paper we refer to its easy adaptation to the semantics considered here (see [10]).
Additional Productions for BA

\[
P ::= \text{Processes} \quad \eta ::= M \uparrow
\]

- \(M[P]\) ambient
- \(\langle M \rangle^n\) message up-down
- \((x_1, \ldots, x_n)^n P\) abstraction up-down

For both calculi, we adopt standard syntactical conventions. We often omit the trailing 0 in processes, and we assume that parallel composition has the least syntactic precedence. As usual, the operators \((\nu n)P\), \((x_1, \ldots, x_n)P\) and \((x_1, \ldots, x_n)^n P\) act as static binders for name \(n\) and for variables \(x_1, \ldots, x_n\); the free and bound names of processes and expressions are defined, accordingly. Moreover, we use the standard notation \(P\{M/x\}\) for substitution. We use \(\tilde{M}\) to denote tuples of expressions \((M_1, \ldots, M_k)\), and we assume that \((\nu n)\) stands for \((\nu n_1) \ldots (\nu n_k)\) and \(P\{\tilde{M}/\tilde{x}\}\) for \(P\{M_1/x_1\} \ldots \{M_k/x_k\}\). We recall also that in the untyped calculi bad-formed processes may occur, such as \(\text{in } n[P]\) and \(n.P\).

**Table 1.** Reduction Axioms of BA and SA

| Common part (Com) | \(\langle M \rangle | (\tilde{x}) P \rightarrow P\{\tilde{M}/\tilde{x}\}\) |
|-------------------|------------------------------------------------------------------|
| Additional axioms of SA |
| (In) for \(\text{cap } \in \{\text{in}, \text{in} n\}\) | \(n_\lambda[\text{in} m.P_1 | P_2] | m_\mu[\text{cap}.Q_1 | Q_2] \rightarrow m_\mu[n_\lambda[P_1 | P_2] | Q_1 | Q_2]\) |
| (Out) for \(\text{cap } \in \{\text{out}, \text{out} n\}\) | \(m_\mu[n_\lambda[\text{out} m.P_1 | P_2] | Q_2] | \text{cap}.Q_1 \rightarrow n_\lambda[P_1 | P_2] | m_\mu[Q_2] | Q_1\) |
| (Open) \(\text{open } n.Q | n_\lambda[\text{open}.P_1 | P_2] \rightarrow Q | P_1 | P_2\) |
| Additional axioms of BA |
| (Input \(\uparrow\)) \(\langle M \rangle^n | n[\langle (\tilde{x}) \rangle P | R] \rightarrow n[P\{\tilde{M}/\tilde{x}\} | R]\) |
| (Output \(\uparrow\)) \(\langle \tilde{x} \rangle^n P | n[\langle \tilde{M} \rangle \uparrow | R] \rightarrow P\{\tilde{M}/\tilde{x}\} | n[R]\) |

**Semantics.** For lack of space, we comment only the top-level reductions (the main ones are reported in Tab. 1); the auxiliary relation of structural congruence \(\equiv\) and the inference rules, which propagate the reductions, are fairly standard (for more details [9,4]). The rules \(\text{(In)}\), \(\text{(Out)}\) and \(\text{(Open)}\) of SA model the movements, in and out, and the opening of ambients. The rules of movement for BA are analogous to those for MA, outlined in the Introduction. Rule \(\text{(Com)}\), common to both languages, models local communication, and the additional rules for BA \(\text{(Output }\uparrow\text{)}\) and \(\text{(Input }\uparrow\text{)}\) model the inter-level communications.

In the following, \(\rightarrow\) stands for the transitive and reflexive closure of \(\rightarrow\). Moreover, to simplify the encoding and the CFA, we consider SA and BA processes where all the bound names and variables are distinct one from each other and from the free names and variables, respectively.
3 Encoding Boxed Ambients into Safe Ambients

We define the encoding of BA into SA in two steps: we give the translation into unlabeled processes; then we introduce \textit{a posteriori} a suitable annotation \footnote{Notice that the labels are used only by the CFA and do not affect at all the semantics.}.

The encoding, defined in Tab. 2, depends on the enclosing ambient (in general an expression $N$) and works compositionally on the structure of the process. The inter-level communications are simulated by processes which use auxiliary sets of names $\mathcal{N}_{aux}$ and variables $\mathcal{V}_{aux}$. We define $\mathcal{N}_{aux} = \mathcal{N}_{G_{\uparrow \downarrow}} \cup \mathcal{N}_e$, where $G_{\uparrow \downarrow} = \{r_1^\uparrow, r_2^\uparrow, w_1^\uparrow, w_2^\uparrow, r^\uparrow\}$, $\mathcal{N}_{G_{\uparrow \downarrow}} = \{n_g \mid n \in \mathcal{N}_{BA}, g \in G_{\uparrow \downarrow}\}$ and $\mathcal{N}_e = \{t^{rd}, t^{wd}, c^{ru}, c^{rd}\}$; analogously, we define $\mathcal{V}_{aux} = \mathcal{V}_{G_{\uparrow \downarrow}}$.

<table>
<thead>
<tr>
<th>Expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[M] = (M, M^{t^\downarrow}, M^{w^\downarrow}, M^{s^\downarrow}, M^{v^\downarrow}, M^{r^\downarrow})$</td>
</tr>
<tr>
<td>$(M_i)^g = (M^g)<em>i$ if $M \in \mathcal{V}</em>{BA} \cup \mathcal{N}_{BA}$ \quad (cap $M)^g = \text{cap } M^g$ if cap $\in {\text{in}, \text{out}}$</td>
</tr>
<tr>
<td>\begin{itemize}</td>
</tr>
<tr>
<td>Processes</td>
</tr>
<tr>
<td>\end{itemize}</td>
</tr>
<tr>
<td>$[\langle \nu \rangle P]^N = (\nu [\nu])^N \quad [M[P]]^N = M[[P]^N \mid \text{\textcolor{red}{in}} \mid \text{\textcolor{blue}{in}}]$</td>
</tr>
<tr>
<td>$[\langle M \rangle]^N = \text{wu}([\langle [M], N, N^{t^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}\rangle \parallel \langle \bar{x} \rangle^N \parallel P]^N = \text{rd}([[\bar{x}]^N \parallel [P]^N, N^{r^\downarrow}, N^{t^\uparrow}, N^{w^\uparrow}, N^{s^\uparrow})$</td>
</tr>
<tr>
<td>$[\langle \bar{x} \rangle P]^N = \text{ru}([[\bar{x}]^N \parallel [P]^N, N^{v^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}, N^{r^\downarrow}) \quad [\langle \bar{x} \rangle P]^N = (\langle \bar{x} \rangle)^N \parallel [P]^N$</td>
</tr>
<tr>
<td>$[\langle M \rangle^N]^N = \text{wd}([\langle [M], N^{v^\uparrow}, N^{w^\uparrow}, N^{s^\uparrow}, N^{r^\downarrow}) \quad [\langle M \rangle]^N = \langle [M] \rangle$</td>
</tr>
</tbody>
</table>

Names and variables are translated into the corresponding tuple in $\mathcal{N}_{G_{\uparrow \downarrow}}$ and $\mathcal{V}_{G_{\uparrow \downarrow}}$: the other expressions are translated accordingly. The encoding of prefix, parallel composition, bang, restriction and local communications are fairly standard. An ambient is translated into a corresponding one, with the same name; generic coactions $\text{\textcolor{red}{in}}$ and $\text{\textcolor{blue}{out}}$ are introduced to properly preserve the feature that a BA ambient can be traversed by any other ambient. More interesting and difficult is the encoding of inter-level communications, rendered by the four basic protocols, defined in Tab. 3, using the auxiliary ambients. More in details, upward and downward messages and abstractions, located inside an ambient $N$, are modelled as follows: $- \text{wu}([[\langle [M], N, N^{t^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}\rangle \parallel \langle \bar{x} \rangle^N \parallel P]^N, N^{v^\uparrow}, N^{w^\uparrow}, N^{s^\uparrow}, N^{r^\downarrow})$ and $\text{ru}([[\bar{x}] \parallel [P]^N, N^{v^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}, N^{r^\downarrow})$ realise $\langle M \rangle^\uparrow$ and $\langle x \rangle^\uparrow P$, respectively; $- and, \text{wd}([[\langle [M], N^{v^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}, N^{r^\downarrow}) \parallel \langle \bar{x} \rangle^N \parallel [P]^N, N^{r^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}, N^{r^\downarrow})$ and $\text{rd}([[\bar{x}] \parallel [P]^N, N^{r^\downarrow}, N^{w^\downarrow}, N^{s^\downarrow}, N^{r^\downarrow})$ realise $\langle M \rangle^N$ and $\langle x \rangle^N P$ for sub-ambients (named) $N'$, respectively.

We now explain how the protocols of Tab. 3 suitably model the inter-level communications corresponding to (output $\uparrow$) and (input $\uparrow$). We mean that their
Table 3. Protocols for inter-level communication

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{wu}((M), N, N^{r_i}, N^{r_2}, N^{v^t}) = \text{in} N^{r_i} \cdot \text{in} N^{r_2} \cdot (N^{v^t}[\text{out} N \cdot \text{open} \cdot (M)] \mid \text{out} N^{r_2}) )</td>
<td>( \text{rd}((\bar{x}) P, N^{r_i}, N^{r_2}, N^{v^t}) = (\nu^{r^d})(\nu^{c^d}) \left( t^{rd}[\text{in} N^{r_i} \cdot \text{open} \cdot N^{r_2} \cdot \text{open} \mid \text{out} c^{rd} \cdot \text{out} \cdot t^{rd} \cdot \text{open}] \right) )</td>
</tr>
<tr>
<td>( \text{open} t^{rd} \cdot \text{open} c^{rd} \mid N^{r_i}[\text{in} \cdot (N^{r_2}[\text{in} \cdot \text{out} N^{v^t} \cdot \text{open} \cdot N^{v^t} \cdot (\bar{x}) \cdot c^{rd}[\text{out} N^{r_2} \cdot \text{open} \cdot P] \mid \text{out} c^{rd} \cdot \text{out} \cdot t^{rd} \cdot \text{open}] \right) )</td>
<td>( \text{ru}((\bar{x}) P, N, N^{v_i}, N^{v_2}, N^{v^t}) = (\nu c^{ru}) \left( \text{in} N^{v_i} \cdot \text{in} N^{v_2} \cdot (N^{v^t}[\text{out} N \cdot \text{open} \cdot (\bar{x}) \cdot c^{ru}[\text{in} N \cdot \text{open} \cdot P] \mid \text{out} c^{ru} \cdot \text{out} N^{v_2} )</td>
</tr>
<tr>
<td>( \text{wd}((M), N^{v_i}, N^{v_2}, N^{v^t}) = (\nu t^{vd}) \left( t^{vd}[\text{in} N^{v_i} \cdot \text{open} N^{v_2} \cdot \text{open} \mid \text{out} t^{vd} \cdot N^{v^t} \cdot (M)] \mid \text{in} t^{vd} \cdot \text{out} \cdot \text{open} \right) )</td>
<td></td>
</tr>
</tbody>
</table>

execution lead to the expected communication and also that their steps cannot be interfered by the interactions with the external context.

To illustrate (Output ↑) we consider a process \( m[n[\langle M \rangle^\uparrow] \mid (x)^n P \). The communication is realised by the processes \( \text{rd}(((\bar{x}) \cdot [P]^m, n^{r_i}, n^{r_2}, n^{v^t}), \) running inside \( m \), and \( \text{wu}((\langle M \rangle), n, n^{r_i}, n^{r_2}, n^{v^t}), \) running inside the sub-ambient \( n \). Ambient \( n^{r_i} \), located within \( m \), is a sort of isolating box, which protects the interaction between the ambients \( n^{v^t} \), containing the output \( \langle M \rangle \), and \( n^{r_2} \), containing the input \( ((\bar{x}) \cdot [P]^m \). The protocol is started by the sub-ambient \( n \) that moves inside \( n^{r_i} \), and then inside \( n^{r_2} \). At this point, ambient \( n^{v^t} \) goes out of \( n \), and therefore ends up inside \( n^{r_2} \), where it is opened; consequently, the message \( \langle M \rangle \) is unleashed and can be consumed. After the communication has been realised, both the continuation of the abstraction (contained inside \( c^{rd} \)) and ambient \( n \) go out from ambient \( n^{r_2} \). Finally, the boundary of \( n^{r_i} \) is dissolved, thus liberating the ambients \( n \) and \( c^{rd} \) within ambient \( m \). To avoid the observation of the opening of \( n^{r_2} \) from the external context, its name is changed into a fresh name \( t^{vd} \) by using a well-known renaming protocol [9].

The interaction (Input ↑) is realised by a similar protocol using the symmetric processes and auxiliary ambients. Only slight modifications are necessary, since here the continuation of the abstraction (that is \( c^{ru} \)) has to end up inside the sub-ambient rather than inside the enclosing ambient.

To annotate the BA and auxiliary ambients, resp., we adopt sets of labels \( \mathcal{L}_{BA} \) and \( \mathcal{L}_{aux} \), where \( \mathcal{L}_{aux} = \{(g_\lambda, i) \mid g \in G^{\uparrow \downarrow} \cup N_e, \lambda \in \mathcal{L}_{BA}, i \in \mathcal{N}\} \). Formally, we require that, for any ambient \( M_\chi(Q) \), occurring in the labelled process: (i) if \( M \) is a BA expression, then \( \chi \in \mathcal{L}_{BA} \); (ii) if \( M \) is either a name \( g \in N_e \) or an expression \( N^g \) for \( g \in G^{\uparrow \downarrow} \), then \( \chi \) is \((g_\lambda, i)\), where \( \lambda \) is the label of the surrounding BA ambient (possibly \( \top \)).
Notice that, by condition (ii), the labels of the auxiliary ambients (used in Tab. 3) depend on the label of the BA ambient, which is ready to engage into the inter-level communication action (see e. g. Sect. 5). Moreover, different equivalent labellings can be given, we therefore use \([P]^N\) for the canonical representative. As common in CFA, in order to obtain a more precise analysis it is convenient to assign distinct labels to the ambients.

The encoding is operationally correct, meaning that any reduction of a BA process is properly simulated by its SA encoding, and that the steps of the encoding simulating any BA reduction cannot be interfered. We omit here the formalization of this property, as it requires to introduce additional notions (including behavioural equivalence), and we refer the reader to [18]. We only mention that coactions are necessary to control the interferences, which may damage the protocols, similarly as in the coalescing encoding of \(\pi\)-calculus [20].

4 Control Flow Analysis for SA

The analysis approximates the run-time behaviour of a process, by predicting for each ambient, its possible sub-ambients, and which capabilities may be exercised and which messages may be exchanged locally. Our CFA does not distinguish among different elements of the same equivalence class \(\mathcal{N}_n\) and \(\mathcal{V}_x\): it only considers their canonical representatives \(n\) and \(x\), respectively.

\textbf{Solutions.} A local solution \(I\) is either on the form \(\langle L, U, C \rangle\) or on the form \(\langle L, U \cup \{\text{open}\}, C\rangle; \langle L', U', C'\rangle\), for \(L, L' \subseteq \mathcal{L}\), \(C, C' \subseteq \mathcal{CE}\) and \(U, U' \subseteq \mathcal{L} \cup \mathcal{CE}\), where \(\mathcal{CE}\) is the set of closed SA expressions. A solution of the analysis is a triple \((\rho, \phi, \sigma)\), where : \(\rho : \mathcal{L} \rightarrow \mathcal{CE}\), describes the relation between an ambient label and its possible names; \(\phi : \mathcal{L} \rightarrow \mathcal{I}\) assigns a local solution to any ambient label (here \(\mathcal{I}\) is the set of local solutions); and \(\sigma : \mathcal{V} \rightarrow \mathcal{CE}\), predicts which expressions may be bound to any variable.

The local solution \(\phi(\lambda)\) reports the information about the ambients with label \(\lambda \in L\); more in details, it describes the possible behaviour both of the processes running inside, and of the processes which may be unleashed, when they are opened. It may be either (a) \(\langle L, U, C \rangle\) or (b) \(\langle L, U, C\rangle; \langle L', U', C'\rangle\), provided that \(\lambda \in L\). In both cases, the sets \(U\) and \(C\) approximate the behaviour of the internal processes: \(U\) reporting the labels of the possible sub-ambients and the expressions (in particular the capabilities), which may be exercised; \(C\) reporting the expressions which may be communicated. Local solutions (a) and (b) differ in the information they give about the opening: (a) says that the ambient may be opened (if \(\text{open} \in U\)) inside the ambients with label \(\mu \in L\), and that the process unleashed is described by \(U\) and \(C\); while (b) says that the ambients may be opened (indeed \(\text{open} \in U\)) within the ambients with label \(\mu \in L'\), and that the process unleashed is described by \(U'\) and \(C'\).

Technically, to distinguish, inside a local solution \(I\), between what happens before and after the possible opening, we use the following functions \(\text{pre}(I)\) and \(\text{post}(I)\). We let \(\text{pre}(\langle L, U, C \rangle) = \text{pre}(\langle L, U, C \rangle; \langle L', U', C'\rangle) = \langle L, U, C \rangle\),
post((L, U, C); ⟨L′, U′, C′⟩) = ⟨L′, U′, C′⟩ and post((L, U, C)) = ⟨L, U, C⟩, if open ∈ U, post((L, U, C)) = ∅, otherwise.

The following example is intended to illustrate both the different meaning of the two forms of local solutions and the role of the coaction open, which is exploited, in our CFA, to have a more precise treatment of the critical opening action. This is the main relevant difference with the analysis of [24] for MA, and follows the lines of the type systems for SA [20,12,15,1,17], in particular the proposal of [15] adding more flexibility to the single-threaded types of [20].

**Example 1.** The following process is similar to the process (1) of the Introduction: a_λ[ in b. m_μ[ out a. open. (in h) | out k ] | b_χ[ in a. out m. open m. (x) x ]].

The only difference is that, when ambient m is opened inside ambient b, both the message (in h) and the capability out k are unleashed. A valid solution for this process is (ρ, φ, σ), where ρ(λ) = a, ρ(μ) = m, ρ(χ) = b, σ(x) = {in h}, φ(⊥) = {⊥}, {λ, μ, χ, ∅} φ(χ) = {χ}, {in a, out m, open m, in h, out k, μ, λ}, {in h}) φ(μ) = {{μ}, out a, open m, out k, ∅}; {χ, out k, in h}) φ(λ) = {λ}, {μ, in b, ∅}

Here, ρ(λ) = a says that a may be the name of the ambient with label λ (similarly ρ(μ) = m, ...); σ(x) contains the expression in h, meaning that variable x may be bound to in h; the function φ describes the possible contents of any ambient. For instance,

- φ(μ) says that the capabilities out a, open and out k may run inside m;
  moreover, ambient m may be opened inside ambient b, and, when opened, it may unleash the capability out k and the message (in h).
- φ(χ) says that inside ambient b: the ambients m and a may appear; the capabilities in a, out m, open m, in h and out k may be exercised; and the expression in h may be communicated.

Note that in the local solution for ambient m (that is φ(μ)) there is a clear distinction between what may end up before and after the capability open. This information is exploited by the CFA to predict that ambient b, when opening ambient m, acquires only the capability out k and the message (in h) (see φ(χ)). We could also adopt a local solution (as in the CFA of [24]) φ(μ) = {{μ, χ}, {out a, open, out k}, {in h}}. In this case, there is no distinction between what may run inside the ambient and what may be unleashed, when the ambient is opened (inside m or b). This would therefore lead to a less precise result. In particular, φ(χ) should be modified taking into account that also the capabilities out a and open may end up within ambient b, as a consequence to the opening of ambient m.

**Validation.** The validation of a given solution, as we will see in a while, is established by a set of clauses, that bring the validation of a compound process back to the validations of its sub-processes. To capture the distinction between what happens before and after the opening, it is necessary to keep the local solutions of the sub-processes and to combine them in a proper way. This is not a trivial task and can be intuitively introduced by considering Ex. 1 and the validation of the internal process of ambient m, w.r.t. (ρ, φ, σ) and φ(μ).
The local solution $I_1 = \langle \{\mu\}, \{\text{out } a, \text{open}\}, \emptyset \rangle; \langle \{\chi\}, \emptyset, \{\text{in } h\} \rangle$ approximates the behaviour of $\text{out } a. \text{open}. \langle \text{in } h \rangle$, and is obtained by combining the following local solutions: $\langle \{\mu\}, \{\text{out } a\}, \emptyset \rangle$ describing the presence of $\text{out } a$ inside $m$; $\langle \{\mu\}, \{\text{open}\}, \emptyset \rangle; \langle \{\chi\}, \emptyset, \emptyset \rangle$ saying that ambient $m$ may be opened inside $b$; $\langle \{\chi\}, \emptyset, \{\text{in } h\} \rangle$ describing the presence of message $\langle \text{in } h \rangle$ inside $b$. The position of the processes establishes the ordering of composition and therefore what may end up before $\text{open}$ (that is inside $m$) and after $\text{open}$ (that is inside the ambient opening, named $b$).

Furthermore, $\phi(\mu) = \langle \{\mu\}, \{\text{out } a, \text{open}, \text{out } k\}, \emptyset \rangle; \langle \{\chi\}, \{\text{out } k\}, \{\text{in } h\} \rangle$ approximates the behaviour of process $\text{out } a. \text{open}. \langle \text{in } h \rangle$ or $\text{out } k$, and is obtained by combining $I_1$ with the local solution $I_2 = \langle \{\chi, \mu\}, \{\text{out } k\}, \emptyset \rangle$ describing the process $\text{out } k$. Note that, since the capability $\text{out } k$ may be executed (at runtime) either before (inside $m$) or after opening (inside $b$), then $I_2$ correctly predicts that it may be enclosed in both ambients and $\phi(\mu)$ says that it may end up both before and after opening. We also note that the solution $(\rho, \phi, \sigma)$ is valid for this process w.r.t. $\phi(\mu)$, provided that the possible effects of the capabilities of movement on their enclosing ambients are properly recorded in the ambients hierarchy. For instance, $\text{out } a$ could cause the ambient $m$ to move out of ambient $a$ (see the discussion below about rule $\text{(move)}$).

To realise the technique explained above, following the type systems for SA [15,1,17], we introduce two main technical concepts. First, we define two operators of parallel and sequential composition ($\sqcup$) and $(.)$ to properly combine local solutions. We order components by letting $\langle L_1, U_1, C_1 \rangle \sqsubseteq \langle L_2, U_2, C_2 \rangle$ iff $L_2 \subseteq L_1$, $U_1 \subseteq U_2$, and $C_1 \subseteq C_2$, and we define

\[
\begin{align*}
(L_1, U_1, C_1) \sqcup (L_2, U_2, C_2) &= L_1 \cup L_2, U_1 \sqcup U_2, C_1 \sqsubseteq C_2, \\
(L_1, U_1, C_1); (L_2, U_2, C_2) &| I = \\
&\begin{cases}
  (\text{pre}(I) \mid (L_1, U_1, C_1)); (\text{pre}(I) \mid (L_2, U_2, C_2)) & \text{if } \text{post}(I) = \emptyset \\
  (\text{pre}(I) \mid (L_1, U_1, C_1)); (\text{pre}(I) \mid (L_2, U_2, C_2) & \mid \text{post}(I)) & \\
\end{cases} \\
(L, U, C). (L_1, U_1, C_1); (L_2, U_2, C_2) = \\
\begin{cases}
  ((L, U, C). (L_1, U_1, C_1)); (L_2, U_2, C_2) & \text{if } \text{open} \notin U \\
  ((L, U, C). (L_1, U_1, C_1)); ((L_1, U_1, C_1) \sqsubseteq (L_2, U_2, C_2)) & \\
\end{cases} \\
(L_1, U_1, C_1); (L_2, U_2, C_2). I = \\
\begin{cases}
  (L_1, U_1, C_1); ((L_2, U_2, C_2) \sqcup \text{pre}(I) \sqcup \text{post}(I)) & \text{if } \text{post}(I) \neq \emptyset \\
  (L_1, U_1, C_1); ((L_2, U_2, C_2) \sqcup \text{pre}(I)) & \\
\end{cases}
\end{align*}
\]

Two local solutions of the shape $\langle L, U, C \rangle$ are composed by taking the least upper bound with respect to $\sqsubseteq$ (denoted by $\sqcup$), because we have to collect enough information to validate both processes. The parallel and sequential composition with a local solution of the shape $\langle L_1, U_1, C_1 \rangle; \langle L_2, U_2, C_2 \rangle$ are based on the ideas explained above. Thus, any parallel process may end up both before and after the $\text{open}$, also when two $\text{open}$ may appear we don’t know which of them will be executed first; in sequential composition the ordering establishes whether the process may end up either before or after the $\text{open}$.

Moreover, we introduce contexts, which are expressions, built from local solutions and from the special expression $\Diamond$ (denoting the hole) using parallel $(\sqcup)$ and sequential composition $(.)$ operators. Formally, a context is either $\Diamond$, or $I. Z$.
Table 4. Control Flow Analysis for SA

<table>
<thead>
<tr>
<th>Rule</th>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>move:</td>
<td>$\models \text{cap} : \langle L, U, C \rangle \cdot \phi$ iff $\text{cap} \in U \land \text{cap} \in {\text{in}, \text{out}, \text{inout}, \text{in}, \text{out}, \text{in} }$</td>
<td>\begin{align*} &amp;\land (\text{cap} = \text{in} \Rightarrow \forall \lambda \in L, \forall \mu \ &amp;\quad (n \in \rho(\mu) \land E_{\text{in}}(\lambda, \mu) \Rightarrow \lambda \in \phi(\mu))) \ &amp;\land (\text{cap} = \text{out} \Rightarrow \forall \lambda \in L, \forall \mu, \chi \ &amp;\quad (n \in \rho(\mu) \land E_{\text{out}}(\lambda, \mu, \chi) \Rightarrow \lambda \in \phi(\chi))) \end{align*}</td>
</tr>
<tr>
<td>open:</td>
<td>$\models \text{open} n : \langle L, U, C \rangle \cdot (\phi</td>
<td>\langle L_1, U_1, C_1 \rangle)$ iff $\text{open} n \in U \land \forall \lambda \in L, \forall \mu \ &amp;\quad (n \in \rho(\mu) \land E_{\text{open}}(\lambda, \mu) \Rightarrow \text{post}(\phi(\mu)) \subseteq \langle L_1, U_1, C_1 \rangle)$</td>
</tr>
<tr>
<td>co-open:</td>
<td>$\models \text{open} n : \langle L, U, C \rangle; \langle L', U', C' \rangle \cdot \phi$ iff $\text{open} n \in U$</td>
<td>$\models \text{open} n : \langle L, U, C \rangle; \langle L', U', C' \rangle \cdot \phi$ iff $\text{open} n \in U$</td>
</tr>
<tr>
<td>nil:</td>
<td>$\models 0 : \langle L, U, C \rangle$ iff true</td>
<td>$\models 0 : \langle L, U, C \rangle$ iff true</td>
</tr>
<tr>
<td>amb:</td>
<td>$\models M \lambda[P] : \langle L, U, C \rangle$ iff $\lambda \in U \land M \sigma \subseteq \rho(\lambda) \land \models P : \phi(\lambda) \land pre(\phi(\lambda)) = \langle L' \cup {\lambda}, U', C' \rangle$</td>
<td>$\models M \lambda[P] : \langle L, U, C \rangle$ iff $\lambda \in U \land M \sigma \subseteq \rho(\lambda) \land \models P : \phi(\lambda) \land pre(\phi(\lambda)) = \langle L' \cup {\lambda}, U', C' \rangle$</td>
</tr>
<tr>
<td>msg:</td>
<td>$\models \langle M \rangle : \langle L, U, C \rangle$ iff $M \sigma \subseteq C$</td>
<td>$\models \langle M \rangle : \langle L, U, C \rangle$ iff $M \sigma \subseteq C$</td>
</tr>
<tr>
<td>bang:</td>
<td>$\models ! P : I$ iff $I</td>
<td>I_1 = I \land \models P : I_1$</td>
</tr>
<tr>
<td>abs:</td>
<td>$\models (\tilde{x}) P : I$ iff $\text{pre}(I) = \langle L, U, C \rangle \land \models P : I \land \forall \lambda \in L \ &amp;\quad (\text{pre}(\phi(\lambda))) = \langle L', U', C' \cup {M} \rangle \Rightarrow \forall i \in {1, k} M_i \in \sigma(x_i)$</td>
<td>$\models (\tilde{x}) P : I$ iff $\text{pre}(I) = \langle L, U, C \rangle \land \models P : I \land \forall \lambda \in L \ &amp;\quad (\text{pre}(\phi(\lambda))) = \langle L', U', C' \cup {M} \rangle \Rightarrow \forall i \in {1, k} M_i \in \sigma(x_i)$</td>
</tr>
<tr>
<td>par:</td>
<td>$\models P_1</td>
<td>P_2 : I_1</td>
</tr>
<tr>
<td>pref:</td>
<td>$\models M, P : Z[I]$ iff $\forall N \in M \sigma \models N : Z' \land Z' \not\subseteq Z \land \models P : I$</td>
<td>$\models M, P : Z[I]$ iff $\forall N \in M \sigma \models N : Z' \land Z' \not\subseteq Z \land \models P : I$</td>
</tr>
</tbody>
</table>

or $I | Z$, where $I$ is a local solution and $Z$ is a context. Contexts are needed to analyse the capabilities, appearing in a prefix; the hole actually shows where the local solution of the continuation has to be inserted (see rule (pref) of Tab. 4). A context $Z$ filled with a local solution $I$, denoted by $Z[I]$, is evaluated to a local solution by applying the composition operators defined above.

The rules for validation are shown in Tab. 4\(^3\). The judgments for: expressions are on the form $(\rho, \phi, \sigma) \models M : I. Z$, where $M$ is a closed expression (without free variables) and $I. Z$ is a context; processes are on the form $(\rho, \phi, \sigma) \models P : I$, where $P$ is a process and $I$ a local solution. The rules for processes check whether $(\rho, \phi, \sigma)$ is a valid solution for $P$ w.r.t local solution $I$, meaning that $I$ contains enough information to approximate the behaviour of $P$, when enclosed inside any ambient with label $\lambda$, such that $\lambda \in L$ and $\text{pre}(I) = \langle L, U, C \rangle$. Analogously for expressions.

The rules for expressions use also the following auxiliary notions: the function $f$ collects, for any label $\lambda$, the labels of the possible fathers; the next three conditions check whether the capabilities of movement and opening are enabled. Let $f(\lambda) = \{\mu | \text{pre}(\phi(\mu)) = \langle L, U \cup \{\lambda\}, C \rangle\}$. 

\(^3\) In the rules we write $\models M : Z$ for $(\rho, \phi, \sigma) \models M : Z$; similarly for processes.
In all the clauses the expression, appearing at top-level, is properly recorded in the local solution. Rule (move) handles the actions and coactions of movement; the context is simply \( \langle L, U, C \rangle. \otimes \). The additional conditions verify the possible movements produced by the capabilities, \( \text{in} n \) and \( \text{out} n \), on their possible enclosing ambient (those with label \( \lambda \in L \)). For instance, for \( \text{in} n \) we control whether there exists an ambient (named) \( n \) and with label \( \mu \), which may be a sibling of that with label \( \lambda \) and which offers the right coaction. When the ambient (with label \( \lambda \)) may move, it has to be recorded as possible sub-ambient of the target ambient (with label \( \mu \)). To this aim, we use \( \lambda \in I \), where \( \lambda \in I \) iff, either \( I = \langle L, U, C \rangle \) and \( \lambda \in U \), or \( I = \langle L_1, U_1, C_1 \rangle \langle L_2, U_2, C_2 \rangle \) and \( \lambda \in U_1 \cap U_2 \).

In rule (co-open) the context is \( \langle L, U, C \rangle; \langle L', U', C' \rangle. \otimes \), where \( \text{open} \in U \), because the continuation ends up after \( \text{open} \). In rule (open) the context \( \langle L, U, C \rangle. (\otimes | \langle L_1, U_1, C_1 \rangle) \) shows that the process unleashed by the opening of an ambient \( n \) (approximated by \( \langle L_1, U_1, C_1 \rangle \)) may end up in parallel with the continuation.

In the clauses for \( \text{processes} \) the following notion is also used. Given an expression \( M \), we define \( M\sigma = \{ N \in \mathcal{CE} \mid N = M\eta \text{ for a substitution } \eta \text{ such that } \eta(x) \in \sigma(x) \} \). The set \( M\sigma \) reports the closed expressions, that may appear in place of \( M \) at run-time. The rules (amb) and (msg) are rather standard; the ambient and the message appear at top-level, and therefore have to be properly recorded in the local solution. Rule (abs) says that any message, which may be communicated inside the possible enclosing ambients, has to be recorded by the function \( \sigma \). The rules for parallel, sequential composition and bang, (par), (pref) and (bang), exploit the auxiliary composition operations to properly combine the local solutions of the sub-processes. Rule (pref) says that the local solution of a process \( M. P \) is obtained by filling the context, modelling the capability, with the local solution of the continuation. In order to find out a common context that correctly approximates the behaviour of all the capabilities that may belong to \( M\sigma \) we use a relation \( \preceq \) over contexts. The relation \( \preceq \) is the least transitive and reflexive relation such that: (i) \( \langle L, U, C \rangle. \otimes \preceq \langle L, U, C \rangle. (\otimes | \langle L', U', C' \rangle) \); and (ii) \( \langle L, U, C \rangle; \langle L, U, C \rangle. \otimes \preceq \langle L, U, C \rangle. \otimes \).

Properties. A solution \( (\rho, \phi, \sigma) \) is valid for a process \( P \) iff \( (\rho, \phi, \sigma) \models P : \phi(\top) \), s.t. \( \text{pre}(\phi(\top)) = \langle L, U, C \rangle \) and \( \Top \in L \). The CFA satisfies standard properties (see [24,18]); i.e. Subject Reduction (validity of solutions is preserved under reduction) and soundness (the static behaviour is a sound approximation of the dynamic one). Furthermore, there always exists a least (in terms of precision) solution which is valid. To formalise soundness we use contexts, that are standard process expressions with a hole. A context is said enabling whenever the hole does not appear underneath a prefix, an abstraction or a bang.

---

4 We omit for lack of space the formal definition of the ordering.
Theorem 1 (Subject Reduction and Soundness). Let \((\rho, \phi, \sigma)\) be a valid solution for process \(P\). For any process \(P'\), s.t. \(P \Rightarrow P'\), we have that

1. \((\rho, \phi, \sigma)\) is a valid solution also for \(P'\);
2. if \(P' \equiv C[m_1 | R] \), for some enabling context \(C\), then \(n \in \rho(\lambda)\). Moreover, if \(\text{pre}(\phi(\lambda)) = \langle L, U, C \rangle\), we have also that: (a) if \(R = M_1 \mid P_1 \mid P_2\) and \(M \in CE\), then \(M \in U\); (b) if \(R = M_1 \mid P_1 \mid P_2\), then \(\mu \in U\); (c) if \(R = (M) \mid (x)P_1 \mid P_2\) and \(M \in CE\), then \(M \in C\) and \(M \in \sigma(x)\).

5 Applying the CFA to the Encoding

We show how the MAC properties of BA [5] can be verified by analysing the encoding. A MAC policy is specified by a boolean predicate \(P \subseteq \mathcal{N}_{BA} \times \mathcal{N}_{BA} \times AM\), where \(AM = \{r, w, rw\}\) defines the access modes (read, write, read-write).

Definition 1 (MAC Properties). A BA process \(P\) satisfies the property \(P\) iff for any \(P \Rightarrow P'\), s.t. \(P' \equiv C[m_1 | R_1 \mid n[R_2 \mid Q_2] \mid Q_3]\) for an enabling context \(C\), we have that: (i) if \(R_1 = (x)\alpha \ell Q_1\) and \(R_2 = (\langle M \rangle)\uparrow\), then \(P(n, m, \alpha)\) and \(P(m, n, \beta)\), for \(\alpha \in \{w, rw\}\) and \(\beta \in \{r, rw\}\); (ii) if \(R_1 = (\langle M \rangle)\alpha \ell\) and \(R_2 = (x)\alpha \ell Q_1\), then \(P(n, m, \alpha)\) and \(P(m, n, \beta)\), for \(\alpha \in \{r, rw\}\) and \(\beta \in \{w, rw\}\).

We introduce a static property on the solutions of the analysis that is safe, i.e.: if a solution for the encoding passes the test, then the source BA process satisfies the security property of Def. 1. The basic idea is to translate the conditions of Def. 1 into equivalent conditions on the behaviour of the auxiliary ambients that realise the inter-level communication actions. We examine, as an example, case (ii) corresponding to (Input \(\uparrow\)); (Output \(\uparrow\)) is analogous.

To this aim, we focus on the following process \(Q = c(\langle M_2 \rangle) \mid a[\text{in} \, c] \mid \text{in} 
\mid (x)P \mid b[\langle M_1 \rangle]\), and we consider its encoding (w.r.t \(k\))

\[
\llbracket Q \rrbracket^k \equiv \llbracket \text{out} \rrbracket \mid c_c[\llbracket \text{out} \rrbracket \mid \llbracket \text{in} \rrbracket \mid \text{wd}_c(\llbracket [M_2] \rrbracket, a^{x_i}, a^{x_2}, a^{r})] \mid a_a[\llbracket \text{out} \rrbracket \mid \llbracket \text{in} \rrbracket \mid \text{in} \mid b_b[\llbracket \text{out} \rrbracket \mid \llbracket \text{in} \rrbracket \mid \text{wd}_b(\llbracket [M_1] \rrbracket, a^{x_1}, a^{x_2}, a^{r})] \)
\]

For simplicity, we adopt in the encoding the following labels: for the BA ambients their names; for the auxiliary ambients the derived labels (see Sect. 3), where indexes are omitted (they usually are necessary to have distinct labels, but here are not relevant.). For instance, the ambients \(a^{x_i}\) and \(a^{x_2}\) appearing in \(\text{wd}_c(\llbracket [M_2] \rrbracket, a^{x_i}, a^{x_2}, a^{r})\) have labels \(w_1^c\) and \(w_2^c\), resp.; while those occurring in \(\text{wd}_b(\llbracket [M_1] \rrbracket, a^{x_1}, a^{x_2}, a^{r})\) have labels \(w_1^b\) and \(w_2^b\), resp. Similarly, in \(\text{ru}_a(\llbracket [x] \rrbracket \llbracket P \rrbracket^{a, a^{x_i}, a^{x_2}, a^{r}})\) the ambient \(a^{r}\) has label \(r^a\).

Process \(Q\) obviously satisfies the MAC policy, specified only by \(P(a, c, r)\) and \(P(c, a, w)\) (meaning that \(a\) can read from \(c\) and \(c\) can write to \(a\)). In fact, ambient \(a\) may move inside ambient \(c\), and there communicate; while it does not enter inside and communicate with ambient \(b\) (\(b\) is a sub-ambient of \(a\)).

The condition on the encoded process has to capture whether ambient \(a\) may communicate with ambient \(c\) (or analogously with ambient \(b\)). The most
relevant auxiliary ambients used in the simulation of \((\text{Input} \uparrow)\) are: the ambient \(a^{x^\uparrow}\), containing the upward abstraction \([x]\) \([P]^a\); the ambients \(a^{w^\downarrow}\), one for \(b\) and one for \(c\), containing the downward outputs \([[M_1]]\) and \([[M_2]]\) resp.. The communication between \(a\) and \(c\) takes place whenever \(a^{x^\uparrow}\) ends up (by exiting from \(a\)) inside the ambient \(a^{w^\downarrow}\), local to \(c\) (as shown by the label \(w^\uparrow_{2,c}\)), and there is opened; similarly, for the communication between \(a\) and \(b\). Therefore, one way to capture these interactions is to detect inside which ambients \(a^{w^\downarrow}\) the ambient \(a^{x^\uparrow}\) may end up. This is formalised by the following definition, according to the labelling of the auxiliary ambients, explained in Sect. 3.

**Definition 2 (Static Property).** Let \((\rho, \phi, \sigma)\) be a solution. We say that \((\rho, \phi, \sigma)\) satisfies the property \(\mathcal{P}\) when the following conditions hold:

(i) if \(\text{pre}(\rho((r^\uparrow_{2,A}, j))) = \langle L, U, C \rangle\), \((w^\downarrow_\lambda, i) \in U\), \(n^{r^\downarrow} \in \rho((r^\downarrow_{2,A}, j))\), \(n^{\uparrow} \in \rho((w^\downarrow_\lambda, i))\) and \(n \in \rho(\lambda)\), then for any \(m \in \rho(\mu)\), we have \(\mathcal{P}(n, m, \alpha)\) and \(\mathcal{P}(m, n, \beta)\), where \(\alpha \in \{w, rw\}\) and \(\beta \in \{r, rw\}\);

(ii) if \(\text{pre}(\rho((w^\downarrow_2, j))) = \langle L, U, C \rangle\), \((r^\uparrow_\lambda, i) \in U\), \(n^{w^\downarrow} \in \rho((w^\downarrow_2, j))\), \(n^{\uparrow} \in \rho((r^\uparrow_\lambda, i))\) and \(n \in \rho(\lambda)\), then for any \(m \in \rho(\mu)\), we have \(\mathcal{P}(n, m, \alpha)\) and \(\mathcal{P}(m, n, \beta)\), where \(\alpha \in \{r, rw\}\) and \(\beta \in \{w, rw\}\).

**Theorem 2 (Safeness).** Let \((\rho, \phi, \sigma)\) be a valid solution for \([P]^N\). If \((\rho, \phi, \sigma)\) satisfies the property \(\mathcal{P}\), then the BA process \(P\) satisfies the property \(\mathcal{P}\).

We apply this approach to the example above, by analysing the encoding of \(Q\). The following is a valid solution\(^5\), where \((\rho, \phi, \sigma)\), and \(\sigma(x) = \{M_2\}\), \(\rho(r^\uparrow_a) = a^{x^\uparrow}\), \(\rho(c^\uparrow_a) = c^{x^\uparrow}\), \(\rho(g_b) = \rho(g_c) = a^g\) for \(g \in \{a^{w^\downarrow_1}, a^{w^\downarrow_2}\}\), \(\rho(t^{vd}_b) = \rho(t^{vd}_c) = t^{vd}\),

\[
\phi(\mathcal{T}) = \{\{\mathcal{T}\}, \{\text{out}, a, c, r^\downarrow_a\}, \emptyset\} \quad \phi(b) = \{\{b\}, \{\text{out}, \text{in}, w^\uparrow_{1,b}, w^\uparrow_{2,b}, t^{vd}, \text{open} t^{vd}\}, \emptyset\}
\]

\[
\phi(a) = \{\{a\}, \{\text{out}, \text{in}, b, c, b, \text{in} a^{w^\downarrow}, \text{in} a^{w^\downarrow_2}, r^\downarrow_{2,b}, \text{open} c^{x^\uparrow}, \text{out} a^{w^\downarrow_2}, c^{x^\uparrow}\}, \emptyset\}
\]

\[
\phi(c) = \{\{c\}, \{\text{out}, \text{in}, a, r^\downarrow_1, w^\uparrow_{1,c}, w^\uparrow_{2,c}, t^{vd}, \text{open} t^{vd}\}, \emptyset\}
\]

\[
\phi(r^\downarrow_a) = \{\{r^\downarrow_a\}, \{\text{out} a, \text{open}\}, \emptyset\} \quad \phi(w^\uparrow_{2,b}) = \{\{w^\uparrow_{2,b}\}, \{\text{out} a^{x^\uparrow}, \text{open} a^{x^\uparrow}\}, \emptyset\}
\]

\[
\phi(t^{wd}_b) = \{\{t^{wd}_b\}, \{\text{in} a^{x^\uparrow}, \text{open} a^{x^\uparrow}, \text{open} a^{x^\uparrow}, w^\uparrow_{1,b}, w^\uparrow_{2,b}\}, \emptyset\}
\]

\[
\phi(w^\downarrow_{1,c}) = \{\{w^\downarrow_{1,c}\}, \{\text{in} \text{out}, \text{int} t^{vd}, \text{open} w^\uparrow_{2,c}, r^\downarrow_{2,c}, a\}, \emptyset\}
\]

The solution says that the ambient \(a^{x^\uparrow}\) (with label \(r^\downarrow_a\)) can enter only inside the ambient \(a^{w^\downarrow_2}\) with label \(w^\uparrow_{2,c}\), as shown by \(\phi(w^\uparrow_{2,c})\) and \(\phi(w^\downarrow_{2,c})\). Since this kind of access among \(a\) and \(c\) is authorised, the policy is satisfied according to Def. 2.

Note that the crucial information to achieve this result is that the capability \text{in} b cannot be exercised (since ambients \(a\) and \(b\) cannot be siblings); and

\(^5\) We assume for simplicity that \(P = 0\) and that \(M_1\) and \(M_2\) are two closed expressions. Also, we omit \(\rho\) for the BA ambients (it is the identity).
therefore ambient \( a \) cannot enter inside ambient \( b \) (see \( \phi(b) \)). Moreover, the local solutions are essential \( \langle L_1, U_1, C_1 \rangle; \langle L_2, U_2, C_2 \rangle \) for the auxiliary ambients to accurately distinguish what happens before and after their dissolution. A weaker analysis as [24] (see Ex. 1) cannot argue that \( \text{in} a \) has been consumed before \( c^{tu}_a \) (carrying the continuation of the abstraction) is opened inside ambient \( a \) (see \( \phi(c^{tu}_a) \) and \( \phi(a) \)). As a consequence, it would report that ambient \( a \) may enter inside itself, by exercising \( \text{in} a \), and that the MAC property may be violated (as \( \text{in} b \) may run ambient \( a \) inside its possible sibling \( b \)). Also the types of [5] for BA cannot prove this property, precisely because they do not capture that \( \text{in} b \) cannot be exercised inside \( a \).

6 Conclusions

We have presented: – an encoding of BA into a variant of SA; – a CFA for SA that refines the proposal of [24] with a finer treatment of the critical opening action, along the lines of the type systems for SA [20,12,15,1,17] (see Ex. 1). The CFA is sufficiently informative to capture the typical security properties of SA [7,12,3,11,2] controlling which boundaries an ambient may cross and which ambients it may open.

These results are interesting by themselves, but also when combined together, given that, by means of the translation, the CFA can be applied to verify security properties also of BA, in particular the MAC properties. Other properties can probably be verified this way, e.g. the mobility property of [23]. The relevance of our CFA for this application is demonstrated by the example, discussed in Sect. 5, which cannot be proved using either the types of [5] for BA or the adaptation of CFA of [24] to SA. Several refinements [16,25,11,19,13] of [24] have been proposed. The analyses of [11,13,19] for MA/SAP further restrict the space of possible interactions, by exploiting more contextual information, and better handle replication. It is not clear whether their treatment of the opening is sufficiently accurate for analysing the encoding. The CFA for MA of [16, 25] are more complex than [24] (and also of our CFA), as they exploit more detailed information about the possible run-time shape of processes, and could be profitably applied to the encoding to derive more accurate predictions. The CFA in [2] verifies an information flow property, which does not seem adequate to capture the MAC properties. The type systems of MA/SAP [7,8,20,3,1,12,15,17] are typically simpler and more elegant than the analyses. They cannot however distinguish the auxiliary ambients with the same name and therefore cannot give better results than the types for BA [5], when applied to the encoded processes (see e.g. the use of labels in the example of Sect. 5).

Finally, we mention that in [4,5,23] a different semantics for the BA inter-level communications is used, where downward-upward communication actions interact with local prefixes rather than with each other. In [18] we have adapted the approach of this paper to the BA version of [4], which seems more expressive, and we have obtained similar results w.r.t [5]. Although the encoding of [4] is much more complex, it can be derived along the lines of Sect. 3. It is enough to
modify the translation of local and inter-level communication actions, by using different auxiliary ambients in the protocols of Tab. 3 and by introducing sum between non-prefixed terms in SA, reflecting the intrinsic non-determinism on local prefixes of this model. We intend to study the encoding also of another version of BA [6], which extends [10] with special coactions using passwords.
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Abstract. We present PacLang: an imperative, concurrent, linearly-typed language designed for expressing packet processing applications. PacLang’s linear type system ensures that no packet is referenced by more than one thread, but allows multiple references to a packet within a thread. We argue (i) that this property greatly simplifies compilation of high-level programs to the distributed memory architectures of modern Network Processors; and (ii) that PacLang’s type system captures that style in which imperative packet processing programs are already written. Claim (ii) is justified by means of a case-study: we describe a PacLang implementation of the IPv4 unicast packet forwarding algorithm. PacLang is formalised by means of an operational semantics and a Unique Ownership theorem formalises its correctness with respect to the type system.

1 Introduction

Network Processors (NPs) [1,10,17] are programmable, application-specific hardware architectures designed to facilitate high-speed packet processing. NPs typically contain multiple processor cores (allowing multiple network packets to be processed concurrently) and multiple memory banks. The majority of NPs are based on what is known as a distributed memory architecture: not all memory banks are accessible from all processor cores.

State-of-the-art programming techniques for NPs are invariably low-level, requiring programmers to specify explicitly how data will be mapped to, and dynamically moved between, complex arrays of available memory banks. This results in design flows which are difficult to master, error prone and inextricably tied to one particular architecture. Our research attempts to address this problem by developing higher-level languages and tools for programming NPs.

This paper formally defines an imperative language which provides an architecturally neutral concurrent programming model—multiple parallel threads accessing a shared heap—and considers the problem of compiling this language to NP-based architectures. We argue that although, in general, the efficient compilation of a high-level concurrent language to a diverse range of NP architectures is very difficult, in the domain of packet processing the problem is more
tractable. Our argument is based on the observation that a great deal of network processing code is written in a restricted data-flow style, in which network packets can be seen to “flow” through a packet processing system. We formalise this restricted style of programming by means of a linear type system and state a unique ownership property: if a program is typeable then at any given point in its execution, each packet in the heap is referenced by exactly one thread. It is this property that we argue simplifies the process of compiling for network processors.

Contributions of this paper: (i) the formalisation of a concurrent, first-order, imperative language which we argue is well suited for compiling to a diverse range of NP architectures; (ii) a simple, intuitive linear type system in which no packet is referenced by more than one thread but multiple references to packets within a thread are allowed; and (iii) a case-study that demonstrates both that the type system is applicable to the domain of packet processing (i.e. not overly restrictive) and that the resulting code is comprehensible to C/C++ programmers.

Previous research [16] has shown that (i) locking is unnecessary for linearly typed objects; and (ii) memory leaks can be detected statically as type errors. Although these are not direct contributions of this paper, they are nevertheless benefits enjoyed by PacLang programmers.

Structure of this paper: We outline the design of an NP-based platform and explain how our unique ownership property helps us target such architectures (Section 1.1). Section 2 gives formal syntax and types for PacLang and Section 3 defines its linear typing judgements along with more intuitive explanation. An operational semantics for the language is presented and the unique ownership property formalised (Section 4). To justify that our linear type system is not overly restrictive in the domain of packet processing applications, we present a case study which shows how PacLang can be used to implement an IPv4 packet forwarder (Section 5). Finally we consider related work (Section 6) and conclude, giving directions for future research/development (Section 7).

1.1 Compiling for Network Processors

Figure 1 gives a concrete example of an NP-based system: the Intel IXP2400 [9]. The platform consists of two Intel IXP2400 NPs [10] connected in a pipeline configuration. Each NP contains 16 small RISC processors called micro-engines (labelled µE-1,...,µE-16), a single Intel X-_SCALE processor and some on-chip shared RAM. Each micro-engine\(^1\) has its own local memory. The external SRAM and DRAMs can be accessed by all the cores on the NP to which they are connected. Micro-engines are equipped with next neighbour registers. The next neighbour

\(^1\) Note that each micro-engine actually supports 8 hardware-level threads. This level of detail is beyond the scope of the paper.
registers of $\mu E-i$ are accessible to $\mu E-(i+1)$, forming a uni-directional datapath between consecutive micro-engines.

When programming for architectures such as this a great deal of low-level knowledge is required to decide how packets should be represented in memory and how packets should be transferred between different memory banks\(^2\). For example, if a small amount of data needs to be transferred between two threads running on $\mu E-1$ and $\mu E-2$, then the most efficient mechanism may well be to move the data across the serial datapath connecting $\mu E-1$ and $\mu E-2$. Conversely, if we have data already in DRAM that needs to be transferred between threads running on $\mu E-1$ and the X-.Scale core then leaving the data where it is and passing a reference to it is the obvious choice. When passing data between the two separate IXP2400s we must pass-by-value since the two processors have no memories in common.

Clearly, if we are to succeed in our goal of designing a high-level language that can be compiled to a variety of different NP architectures then a compiler must be free to choose how data will be passed between threads (e.g. pass a reference pointing to shared memory, or pass the data itself over a shared bus). Unfortunately, conventional imperative languages (e.g. C/C++) are unsatisfactory in this respect since they force the programmer to explicitly specify whether data will be passed by value or passed by reference. Note that a compiler cannot simply transform pass-by-value into pass-by-reference (or vice versa); sophisticated alias analysis is required to determine whether this transformation is semantics-preserving—an analysis that is undecidable in general.

In contrast, in the PacLang framework, the unique ownership property (provided by our linear type system) gives us two key benefits: (i) a thread

\(^2\) Moving a packet between different memories as it “flows” through a packet processing application is crucial to achieving efficient implementation on the IXP (and other NPs). Data should be located “as close as possible” to the thread operating on it in order to reduce memory latency.
\[ v \leftarrow i \quad \text{integer constant} \]
| \[ b \] \quad \text{boolean constant} \]
| \[ x \] \quad \text{variable} \]

\[ e \leftarrow \text{if } v \text{ then } e_1 \text{ else } e_2 \quad \text{conditional} \]
| \[ \text{let } (x_1, \ldots, x_j) = f(v_1, \ldots, v_k) \text{ in } e \quad (j, k \geq 0) \quad \text{call} \]
| \[ \text{return } (v_1, \ldots, v_k) \quad (k \geq 0) \quad \text{return} \]

\[ d \leftarrow (\sigma_1, \ldots, \sigma_j) f(\rho_1 x_1, \ldots, \rho_k x_k)\{e\} \quad (j, k \geq 0) \quad \text{function definition} \]
| \[ \text{packetQueue } q; \quad \text{queue definition} \]
| \[ p \leftarrow d_1 \ldots d_n \quad \text{top-level program} \]

\[ \rho, \sigma, \tau \leftarrow \text{int} | \text{bool} | \text{packet} | \text{}/\text{packet} \quad \text{types} \]

Fig. 2. Syntax of PacLang, our simple first-order CBV language.

can dynamically move an object it owns to a new location without worrying about dangling references; and (ii) pass-by-value and pass-by-reference are semantically indistinguishable when transferring data between threads. This gives a PacLang compiler the freedom to make decisions regarding both the flow of packets between available memory banks and the low-level mechanisms employed to implement these transfers, on a per-architecture basis.

2 A Packet Processing Language

PacLang is a concurrent, first-order, imperative language with a linear type system; its syntax is presented in Figure 2. Concurrency is supported by the simple expedient of treating functions whose name is spelt main1, . . . , mainn, as representing the entry points of n static threads (n ≥ 1). Such functions take no arguments and return no results. Statically allocated, synchronous (blocking) packet queues are provided to facilitate inter-thread communication.

Expressions, e, comprise conditionals, function calls and returns. Note that PacLang syntax forces all function return values to be explicitly bound to variables (cf. A-Normal Form [7]); this simplifies subsequent typing and semantic rules. In addition to function names defined by function definitions we assume some functions to be built-in, e.g. arithmetic and queue manipulation primitives (see later); both forms may be called using the let construct. We use v to range over simple expressions (constants and variables). A program, p, consists of a sequence of function and queue definitions, d. Note that functions take multiple arguments and return multiple results.

In contrast to most languages in the linear types literature, PacLang has imperative features. Given a packet reference p, an integer offset i and a value

3 In practice a compiler may wish to transform a single programmer-specified thread into several finer-grained threads for efficient implementation on certain NP architectures. Such automated partitioning is beyond the scope of this paper.
v, the built-in function \( \text{update}(p, i, v) \) updates \( p \) to contain \( v \) at offset \( i \). The packet read function \( \text{read}(p, i) \) returns the value stored at offset \( i \) in packet \( p \).

Global queues also provide side-effecting enqueue and dequeue operations. To simplify the presentation we assume built-in \( \text{enq} \) and \( \text{deq} \) functions replicated over queue names. We write \( q.\text{enq}(p) \) to enqueue a packet \( p \) in the queue declared with name \( q \). Similarly, \( q.\text{deq}() \) returns a packet dequeued from \( q \). The semantics of queues are formalised in Section 4.

We also provide built-in functions \( \text{new}(i) \) which given an integer size \( i \), creates a new packet buffer of size \( i \), returning its associated packet reference; and \( \text{kill}(p) \), which takes a packet reference \( p \), consumes it, deallocates the associated packet and returns nothing. In \textsc{PacLang} packets are simply dynamically created arrays. As well as representing network packets, they can also be used as containers for arbitrary (non-pointer) data within a \textsc{PacLang} program.

Syntactic sugaring is employed to increase readability for those familiar with C. We write \( "f(v_1,\ldots,v_k); e" \) to abbreviate \( \text{let} \ (x_1 = f(v_1,\ldots,v_k) \text{ in} \ e) \). We allow nested function calls to be written directly, assuming a left-to-right evaluation order. For example, the expression \( \text{let} \ x = f(g(x),h(y)) \text{ in} \ e \), becomes \( \text{let} \ z_1 = g(x) \text{ in} \ \text{let} \ z_2 = h(y) \text{ in} \ \text{let} \ x = f(z_1, z_2) \text{ in} \ e \) where \( z_1, z_2 \notin \text{fv}(e) \). We add types to the variables following \text{let} (corresponding to the return type of the called function) as usual in C, and also drop the \text{let} keyword and parentheses entirely. We write \text{void} \ in place of () in the signature of functions that return an empty tuple of values and adopt the convention that an expression without an explicit \text{return} implicitly returns a value of type \text{void}. We also introduce a \text{switch/case} construct which is translated into nested if-s in the usual way. We write \( \text{update}(p, a, v) \) using C-like syntax, \( p[a] = v \), and use array subscript notation, \( p[a] \), for \( \text{read}(p, a) \). To avoid the extra syntax required for explicit while-loops, we use recursion to model iteration in this presentation. (Of course, a \textsc{PacLang} compiler would implement tail-call optimisation to ensure the generated code is as efficient as if it had been written with while-loops.)

3 Linear Type System

An industrial NP programming textbook [11] observes: "\textit{In most designs processing of a packet by multiple threads simultaneously is rare, but using multiple threads to process packets at different points in the packet’s lifetime is common.}"

This quote summarises the philosophy behind \textsc{PacLang}'s linear type system: we (i) guarantee that, in a well typed program, a packet, \( p \), cannot be accessed by multiple threads simultaneously; whilst (ii) allowing \( p \) to be transferred between threads as it flows through an application. Unlike many linear type systems, we allow \( p \) to be referenced multiple times (aliasing). However, we require that all references to \( p \) reside in the same thread. Allowing intra-thread aliasing is crucial to the readability of \textsc{PacLang} code. It is this property that allows \textsc{PacLang} programmers to write in the familiar imperative (pass-by-reference) style—see
Section 5. In many ways, PACLANG’s type system is inspired by Kobayashi’s work on Quasi-Linear Types [12].

We start by defining some terminology. A variable, \( x \), that holds a reference to a packet \( p \), will either be of type \( \text{packet} \) or \( !\text{packet} \):

- If \( x \) has type \( \text{packet} \) then, at any point where \( x \) is in scope, there are no other references to \( p \). We say that \( x \) is an owning variable and holds an owning reference for \( p \). If one has an owning reference to \( p \) then one can safely move \( p \) to another thread without creating dangling references.
- If \( x \) has type \( !\text{packet} \) then other references to \( p \) may exist, but they must be on the same thread as \( x \). We say that \( x \) is an alias for \( p \). An alias cannot escape from its enclosing scope.

Value types, \( \text{int} \) and \( \text{bool} \), are non-linear and behave as is normal.

Our type rules use arrow-notation for vectors. We write \( \vec{\tau} \) to represent a vector of types and similarly \( \vec{x} \) and \( \vec{v} \) for vectors of variables and values respectively. We let \( \rho, \sigma, \tau \) range over types. Function types are written \( \rho_1 \times \ldots \times \rho_k \rightarrow \sigma_1 \times \ldots \times \sigma_j \) or more briefly as \( \vec{\rho} \rightarrow \vec{\sigma} \). Given a function name \( f \), \( \mathcal{F}(f) \) gives its type signature.

For user-defined functions this comes from the textual definition; the types of built-in functions are given in Figure 4.

Typing judgements for expressions \( (\triangledown^\mathcal{E}) \) take the form \( \Gamma \triangledown^\mathcal{E} e : \vec{\tau} \) where \( \Gamma \) is a typing environment, \( e \) is an expression (generally returning a tuple) and \( \vec{\tau} \) is the return type (generally a tuple type). \( \Gamma \) can be regarded as the set of capabilities that \( e \) requires during its execution. Each capability in \( \Gamma \) takes the form \( x : \rho \) specifying that \( x \) is used as \( \rho \) in \( e \). We adopt the usual notation of writing \( \Gamma, x : \tau \) to represent \( \Gamma \) extended to include the capability \( x : \tau \) (note that scope shadowing is problematic in linear type systems so we will simply presume that all variable names are distinct).

The typing rules for PACLANG, rely on two partial binary operators, “+” and “;”, which operate on type environments. An expression which requires capabilities in \( \Gamma_1 \) and then subsequently the capabilities in \( \Gamma_2 \), can equivalently be said to require the capabilities in environment \( \Gamma_1; \Gamma_2 \). Similarly, if an expression requires capabilities in both \( \Gamma_1 \) and \( \Gamma_2 \) in an unordered fashion, it requires \( \Gamma_1 + \Gamma_2 \). We first define, “+” and “;” over types:

\[
\begin{align*}
\text{int} + \text{int} &= \text{int} \\
\text{bool} + \text{bool} &= \text{bool} \\
!\text{packet} + !\text{packet} &= !\text{packet} \\
\end{align*}
\]

\[
\begin{align*}
\text{int} ; \text{int} &= \text{int} \\
\text{bool} ; \text{bool} &= \text{bool} \\
!\text{packet} ; !\text{packet} &= !\text{packet} \\
!\text{packet} ; \text{packet} &= \text{packet} \\
\end{align*}
\]

If no rule is given then that signifies a type error. Note that “;” is a strict superset of “+”. We extend these operators to type environments by the following definitions (here \( \otimes \) ranges over “+” and “;”):

\[
\begin{align*}
\Gamma_1 \otimes \Gamma_2 & \overset{\text{def}}{=} \{ x : \tau \mid x : \tau \in \Gamma_1 \land x \notin \text{dom} \Gamma_2 \} \cup \\
& \quad \{ x : \tau \mid x : \tau \in \Gamma_2 \land x \notin \text{dom} \Gamma_1 \} \cup \\
& \quad \{ x : \tau_1 \otimes \tau_2 \mid x : \tau_1 \in \Gamma_1 \land x : \tau_2 \in \Gamma_2 \}
\end{align*}
\]
\[
\begin{align*}
{x: \tau} & \vdash^v x : \tau \\
\emptyset & \vdash i : \text{int} \quad (i \in \mathbb{Z}) \\
\emptyset & \vdash b : \text{bool} \quad (i \in \mathbb{B})
\end{align*}
\]

\[
\frac{\Gamma_1 \vdash v_1 : \rho_1 \ldots \Gamma_k \vdash v_k : \rho_k \quad \Gamma_0, x_1 : \sigma_1, \ldots, x_j : \sigma_j \vdash e : \vec{\tau}}{(apseq) \quad (\Gamma_1 + \ldots + \Gamma_k); \Gamma_0 \vdash c \text{ let } (x_1, \ldots, x_j) = f(v_1, \ldots, v_k) \text{ in } e : \vec{\tau}}
\]

provided \( \mathcal{F}(f) = (\rho_1 \times \ldots \times \rho_k) \rightarrow (\sigma_1 \times \ldots \times \sigma_j) \)

\[
\frac{\Gamma_1 \vdash v_1 : \tau_1 \ldots \Gamma_j \vdash v_j : \tau_j}{\Gamma_1 + \ldots + \Gamma_j \vdash^e \text{return } (v_1, \ldots, v_j) : \tau_1 \times \ldots \times \tau_j \quad (ret)}
\]

provided no \( \tau_j \) is \!packet

\[
\frac{\Gamma_1 \vdash v : \text{bool} \quad \Gamma_2 \vdash e_1 : \vec{\tau} \quad \Gamma_2 \vdash e_2 : \vec{\tau}}{\Gamma_1; \Gamma_2 \vdash^e \text{ if } v \text{ then } e_1 \text{ else } e_2 : \vec{\tau} \quad (if)}
\]

\[
\frac{\Gamma \vdash e : \vec{\tau} \quad \Gamma_1 : \Gamma_2 \vdash x : \rho \vdash e : \vec{\tau}}{(weak) \quad \Gamma, x : \rho \vdash^e e : \vec{\tau}}
\]

provided \( \rho \) is not \!packet

\[
\frac{\{x_1 : \rho_1, \ldots, x_k : \rho_k\} \vdash^e e : \sigma_1 \times \ldots \times \sigma_j}{\vdash^d (\sigma_1, \ldots, \sigma_j) f(\rho_1 x_1, \ldots, \rho_k x_k)(e) \quad (fundef) \quad \vdash^d \text{packetQueue } q; \}
\]

\[
\frac{\vdash^d d_1 \ldots \vdash^d d_n}{\vdash^d d_1 \ldots d_n \quad (prog)}
\]

**Fig. 3.** Linear typing rules

Figure 3 presents the linear type rules. Typing rules for definitions \( (\vdash^d) \), programs \( (\vdash^p) \) and simple expressions \( (\vdash^s) \) are self-explanatory, although note that, in contrast to non-linear type systems, the \((\text{var})\) rule only holds if the environment contains the single assumption, \( x : \tau \).

The typing rules for expressions \( (\vdash^s) \) deserve more detailed explanation. Essentially they ensure (i) that an owning variable \( x \) for a packet \( p \) goes out of scope for the lifetime of any aliases to \( p \); and (ii) that an owning variable \( x \) may no longer be used if its owning reference is passed to another owning variable.

For a variable \( x \) to be of type \!packet, \( x \) must be bound as a formal parameter of its enclosing function definition. When calling a function, \( f \), the \((apseq)\) rule allows aliases to be created from an owning variable provided that the owning variable goes out of scope\(^4\) during the call, and that the alias dies before the function returns. It is the use of the environment sequencing operator ";" in the consequent of the \((apseq)\) rule that facilitates the creation of aliases from an owning variable. (Recall that \!packet ; packet = packet).

The \((ret)\) rule types its subexpressions in environments \( \Gamma_1, \ldots, \Gamma_j \) respectively, and uses the "+" operator to combine these environments in the antecedent. The "+" operator is used in this context to prevent owning references

\(^4\) In PacLang this is ensured by the absence of nested function definitions and the absence of global packet variables.
being duplicated. We prevent values of type \emph{!packet} being returned because the enclosing scope may contain the corresponding owning variable.

\begin{verbatim}
int ⟨arith-op⟩ (int x, int y); bool ⟨bool-op⟩ (bool x, bool y);
bool ⟨rel-op⟩ (int x, int y); packet new(int size);
void kill(packet p); packet q.deq(); void q.enq(packet p);
int read(!packet p, int offset); void update(!packet p, int offset, int value);
\end{verbatim}

\textbf{Fig. 4.} Type signatures of the built-in functions expressed in C-like syntax

The type signatures of built-in functions are given in Figure 4. Note that inter-thread communication primitives, \emph{q.enq} and \emph{q.deq}, enqueue and dequeue values of type \emph{packet} (i.e. owning references). Thus when transferring a packet between threads, the packet can be physically relocated.

We assume the existence of special queues, \emph{receive} and \emph{transmit} which represent the external network interface. \emph{receive.deq}() reads a packet from the network; \emph{transmit.enq}() schedules packet \emph{p} for transmission. In reality a network appliance would typically contain multiple network interfaces and one would expect a variety of more sophisticated range of read/write calls. However, since this does not affect the fundamental concepts expressed in PACLANG, we stick to the simple interface above for the purposes of this paper.

The following two examples (in de-sugared form) help to illustrate PACLANG’s linear type system. First consider the following valid PACLANG expression:

\begin{verbatim}
let packet x = new(10) in
let () = update(x,0,5) in
let () = update(x,1,10) in
let () = transmit.enq(x) in return()
\end{verbatim}

This code will type check successfully as, although \emph{x} is accessed multiple times, \emph{update} only requires a local alias to \emph{x} (\emph{!packet}) and so does not prevent \emph{x} being passed as type \emph{packet} to \emph{transmit.enq}.

Conversely, consider the following \textit{invalid} PACLANG expression:

\begin{verbatim}
let packet x = new(10) in
let () = kill(x) in
let () = transmit.enq(x) in return()
\end{verbatim}

The type system rejects this program since \emph{x} is passed twice as type \emph{packet}: once to the \emph{kill} function and then again to the \emph{transmit.enq} function. Once \emph{x} has been passed as type \emph{packet}, it effectively disappears and cannot be used again.
4 Operational Semantics

In this section we define the language formally by means of a small-step operational semantics modelled on the Chemical Abstract Machine [2]. States of the machine are a chemical solution of reacting molecules. We let \( W \) range over machine states. The “|” operator separates molecules in the multiset solution (cf. parallel composition). Molecules take the following forms:

\[
M \leftarrow \{\bar{x}\}e_f \quad \text{(function definition)}
\]

\[
| \langle Q \rangle_q \quad \text{(queue)}
\]

\[
| \langle H \rangle \quad \text{(shared heap)}
\]

\[
| \langle e, \Sigma \rangle \quad \text{(thread: expression and its stack frames)}
\]

We let \( \alpha \) range over an infinite set of heap-bound packet reference values\(^5\). We extend the syntactic category, \( v \), allowing values also to be packet references, \( \alpha \), in addition to integer and boolean constants.

A \textit{function molecule}, \( \{\bar{x}\}e_f \), corresponds to a source-level function definition for \( f \), with formal parameters, \( \bar{x} \), and body \( e \). Function molecules themselves do not perform computation, they exist merely to provide their bodies to callers.

A \textit{queue molecule}, \( \langle Q \rangle_q \), has name \( q \) and contents \( Q \), where \( Q \) takes the form of a list of elements separated by the associative operator \( \bullet \). An empty queue is written \( \epsilon \). In the semantics presented here, queues are unbounded with synchronous (blocking) behaviour.

A \textit{heap molecule}, \( \langle H \rangle \), maps packet references, \( \alpha \), onto packets, \( p \). A packet, \( p \), is a finite mapping from integer offsets, \( i \), to integer values, \( p(i) \)\(^6\). We define \textit{empty}_\( k \) as the empty packet of size \( k \): \textit{empty}_\( k \) = \{0 \mapsto 0, \ldots, (k-1) \mapsto 0\}. We write \( \langle H \setminus \alpha \rangle \) for the heap which is as \( \langle H \rangle \) but no longer contains an entry for \( \alpha \). The heap, which is as \( \langle H \rangle \) but maps \( \alpha \) to \( p \), is written \( \langle H[\alpha \mapsto p] \rangle \). Thus, updating the \( i \)th element of the packet referenced by \( \alpha \) to value 42 is written \( \langle H[\alpha \mapsto H(\alpha)[i \mapsto 42]] \rangle \). The reader should note that the heap molecule need not be implemented as a single shared memory. The central result of this paper is that, due to PACLANG’s unique ownership property, a compiler is free to map the packets in \( \langle H \rangle \) to the multiple memory banks of a distributed memory architecture.

A \textit{thread molecule}, \( \langle e, \Sigma \rangle \), corresponds to one of the main-functions (see Section 2) where \( e \) is an \textit{evaluation state} and \( \Sigma \) is a stack of (function-return) continuations as in Landin’s SECD machine. As with queue molecules, we use the associative operator, \( \bullet \), to separate elements on the stack and write \( \epsilon \) for the empty stack. The syntax of evaluation states, \( e \), is essentially the same as the syntax of expressions given in Figure 2, save that as noted above unbound variables do not occur but values may also be packet references, \( \alpha \). We write “\( \{\bar{x}\}e \)” for the continuation that binds variables \( \bar{x} \) and continues as evaluation state \( e \).

\(^5\) There is no syntactic (compile-time) form of such values.

\(^6\) If the offset is outside the domain of the packet the result is undefined.
Core language primitives:
\[
\{[\tilde{x}]e_1\}, \{\let\tilde{y} = f(\tilde{v})\ in\ e_2, \Sigma\} \sim \{[\tilde{x}]e_1\}, \{e_1[\tilde{v}/\tilde{x}]\}. \Sigma\} \quad \text{(user-call)}
\]
\[
\{\let x = v_1 \ op \ v_2 \ in\ e, \Sigma\} \sim \{e[v/x], \Sigma\} \quad \text{where } v = v_1 \ op \ v_2 \quad \text{(basic-op)}
\]
\[
\{\let\tilde{y}, ([\tilde{x}]e) \bullet \Sigma\} \sim \{e[\tilde{v}/\tilde{x}], \Sigma\} \quad \text{(ret)}
\]
\[
\{\if\ true\ then\ e_1\ \else\ e_2, \Sigma\} \sim \{e_1, \Sigma\} \quad \text{(if}_1\}
\]
\[
\{\if\ false\ then\ e_1\ \else\ e_2, \Sigma\} \sim \{e_2, \Sigma\} \quad \text{(if}_2\}
\]

Packet manipulation:
\[
\{H\} \ | \ {\let x = new(i) \ in\ e, \Sigma}\} \sim \{H[\alpha\mapsto\emptyq]\} \ | \ {e[\alpha/x], \Sigma}\} \quad \text{(new)}
\]
\[
\text{where } \alpha \text{ is a fresh name}
\]
\[
\{H\} \ | \ {\let () = kill(\alpha) \ in\ e, \Sigma}\} \sim \{H\ {\\backslash}\alpha\} \ | \ {e, \Sigma}\} \quad \text{(kill)}
\]
\[
\{H\} \ | \ {\let x = read(\alpha, i) \ in\ e, \Sigma}\} \sim \{H\} \ | \ {e[H(\alpha)(i)/x], \Sigma}\} \quad \text{(read)}
\]
\[
\{H\} \ | \ {\let () = update(\alpha, i, v) \ in\ e, \Sigma}\} \sim \{H[\alpha\mapsto H(\alpha)[i\mapsto v]]\} \ | \ {e, \Sigma}\} \quad \text{(update)}
\]

Queues:
\[
\langle\alpha \bullet Q\rangle_q \ | \ \{\let x = q.deq() \ in\ e, \Sigma\} \sim \langle Q\rangle_q \ | \ \{e[\alpha/x], \Sigma\}\} \quad \text{(deq)}
\]
\[
\langle Q\rangle_q \ | \ \{\let () = q.enq(\alpha) \ in\ e, \Sigma\} \sim \langle Q \bullet \alpha\rangle_q \ | \ \{e, \Sigma\}\} \quad \text{(enq)}
\]

Fig. 5. Operational Semantics for PacLang

We write init(P) to denote the initial state for program P. It consists of a function molecule, \{[\tilde{x}]e\}, for each function definition, f(\tilde{x})\{e\}, in P; a thread molecule, \{e_j, e\}, for each definition main_j\{e_j\} in P; an empty queue molecule \{\emptyq\}_q for each queue definition in P; and an empty heap \{\\}. The semantics is given as a transition relation, \to, on states (multisets of molecules). For convenience, we define \to in terms of an operator, \leadsto, which operates on only a subset of the molecules in a complete state:

\[
M_1 \ | \ ... \ | M_n \leadsto M'_1 \ | \ ... \ | M'_n
\]

where \Delta_1, \ldots, \Delta_k are molecules that form part of the state, but are not of interest to the \leadsto-transition. Figure 5 gives transition rules for PacLang. Capture-free substitution of values \tilde{v} for variables \tilde{x} in expression e is written e[\tilde{v}/\tilde{x}].

The outside world interacts with the program by placing network packets on the receive queue and removing network packets from the transmit queue. In reality these queues would be filled and emptied by hardware. However, to avoid extra semantic rules to express this, we can model a generic network interface as if it were two system-provided threads, one of which dequeues packets from transmit and frees them; the other of which constructs and allocates appropriate packets and enqueue them on receive.

4.1 Unique Ownership

Recall from Section 1 that the primary motivation for our type-system is to ensure that every packet in the heap is referenced by exactly one thread. We have argued that this unique ownership property makes practical the mapping
of a high-level program to a variety of diverse hardware architectures (see Section 1.1). In this section we define unique ownership formally.

Let, \( pr(M) \), be the set of packet references, \( \alpha \), that occur in molecule \( M \). (This is empty for function molecules, but generally non-empty for thread and queue molecules; \( pr(\cdot) \) is not applied to the heap molecule.) We write \( S_1 \uplus S_2 \) to be the union of sets \( S_1 \) and \( S_2 \) under the condition that the elements of \( S_1 \) and \( S_2 \) are disjoint \( (S_1 \cap S_2 = \emptyset) \).

Definition 1 (Unique Ownership).

\[
UniqueOwn(M_1 | \ldots | M_n | (H)) \iff pr(M_1) \uplus \ldots \uplus pr(M_n) = \text{dom } H
\]

Theorem 1 (Preservation of Unique Ownership). If a program, \( P \), types then any state, \( W \), resulting from execution of \( P \) satisfies unique ownership:

\[
\{P\} \land \text{init}(P) \xrightarrow{\delta} W \implies UniqueOwn(W)
\]

A proof of this theorem is presented in an accompanying technical report [6].

5 Case Study: An IPv4 Packet Forwarder

In this section we outline the PacLang implementation of the IP (version 4) uni-cast packet forwarding algorithm. The precise details of IP packet forwarding are not the focus of this section and, indeed, due to space constraints are not described here (the interested reader is referred to the IETF standards [13,14]). Instead, the purpose of the example is to outline the implementation of a realistic application, demonstrating that (i) packets are indeed treated as linear objects in real-life applications; and (ii) that the PacLang type-system is intuitive and easy to use.

Figure 6 shows the top-level structure of our PacLang IPv4 packet forwarder; we omit many of the function bodies, giving only their signatures. Function \texttt{eth.readAndClassify}() reads ethernet packets from the network interface and classifies them according to their type. Function \texttt{ip.lookup} performs a route lookup (on an externally defined routing table) returning both the next hop IP address and the network interface on which to forward the packet. (Note that since the external routing table component only contains \texttt{ints}, we do not have to worry about it breaking unique ownership.)

The program is divided into two separate threads (\texttt{main1} and \texttt{main2}). The \texttt{main1} thread sits in a tight loop, repeatedly calling the read/classify function. Packets which require ICMP processing are written to the icmpQ queue. The \texttt{main2} thread reads packets from icmpQ and performs the ICMP processing. The details of this thread are omitted. An example of a side-effecting function that manipulates packets is given by the \texttt{ip.dec_ttl} function which decrements the IP Time-To-Live field.

The PacLang code given here demonstrates that our linear type system naturally models the way packets flow through the system as a whole. Note
int eth_type(packet p); // read type-field of ethernet frame
void eth_gen_arp_response(packet p); // generate response to ARP query
void eth_proc_arp_response(packet p); // process ARP response packet
void ip_local_packet(packet p); // send packet to local network stack
void ip_process_options(packet p); // process IP options
void ip_transmit(packet p, int tx_interface, int ip_nexthop);
// do MAC-level processing, get MAC address of next hop and transmit
int eth_rx_iface(packet p); // which interface was packet from?

packetQueue icmpQ; // queue for packets which require ICMP processing

(int, int) ip_lookup(int dest_ip_addr);
// lookup IP address and network interface for next-hop in route

void eth_readAndClassify()
{
    packet p = receive.deq();
    switch (eth_type(p)) of {
        case ARP_QUERY: eth_gen_arp_response(p);
        case ARP_RES: eth_proc_arp_response(p);
        case IP: ip_forward(p);
        default: kill(p); }
}

void ip_forward(packet p)
{
    if (ip_packet_for_localhost(p)) ip_local_packet(p);
    else {
        (int nexthop, int iface) = ip_lookup(eth_ip_dest_addr(p));
        if (nexthop == 0) icmpQ.enq(p);
        else { if (iface==eth_rx_iface(p)) icmpQ.enq(p);
            else ip_forward_packet(p,iface,nexthop); }}
}

void ip_forward_packet(Packet p, int iface, int nexthop)
{
    if (ip_dec_ttl(p)) icmpQ.enq(p);
    else { ip_process_options(p); ip_transmit(p,tx_iface,ip_nexthop); }}

bool ip_dec_ttl(packet p) {
    if (p[ip_ttl]==0) return true;
    else { p[ip_ttl] = p[ip_ttl]-1; return false; }}

// thread 1 -- read, process, transmit loop:
void main1() { eth_readAndClassify(); main1(); }

// thread 2 -- process icmp packets:
void main2() { packet p = icmpQ.deq(); ... ICMP processing ...; main2(); }

Fig. 6. Top-level structure of an IPv4-over-ethernet packet forwarding engine

particularly that aliases (packet types) allow us to express imperative operations on packets without requiring a packet’s owning reference to be tediously threaded through all imperative operations (cf. the Clean language [8]).

Let us now consider compiling the PACLANG IPv4 packet forwarder to the architecture shown in Figure 1.1. Due to PACLANG’s unique ownership property a compiler is free to choose between either (say) implementing both threads on a single IXP2400, implementing the queue using a shared memory; or placing main1 on the first IXP2400, and main2 on the second, passing packets by value between the two. In the latter case the queue itself could be located on either the first or second network processor and, further, as soon as a packet is transmitted from the first to the second IXP it can be immediately deallocated from the memory of the first. Although PACLANG makes these tradeoffs very easy to
reason about, recall that this is not the case in the framework of traditional imperative languages (e.g. C/C++)—see Section 1.1.

6 Related Work

There has been a great deal of work in the area of linear types. Of this, our research is most closely related to Kobayashi’s quasi-linear type system [12]. Aliases in our work (\textit{packet}) correspond to \(\delta\)-uses in the quasi-linear framework. Similarly, owning references (of type \textit{packet}) correspond to 1-use types. There are three major differences between our work and Kobayashi’s. Firstly, we do not deal with higher-order functions: these add much of the perceived complication of linear types; hence this makes our type system much simpler and, we argue, more accessible to industrial software engineers. Secondly, we work with a concurrent language. Thirdly, whereas Kobayashi is primarily concerned with eliminating garbage collection, we use linear types to assist in the mapping of high-level specifications to distributed memory architectures.

Clarke et al. have proposed \textit{ownership types} [5,4] for object-oriented languages. Each ownership type is annotated with a \textit{context declaration}. The type system ensures that types with different declared contexts cannot alias. Ownership types have been applied to the detection of data races and deadlocks [3].

The \textit{auto\_ptr} template in the C++ standard library [15] exploits the notion of “unique ownership” \textit{dynamically}. Suppose \texttt{p1} and \texttt{p2} are of type \textit{auto\_ptr}, then the assignment \texttt{p2 = p1} copies \texttt{p1} to \texttt{p2} as usual but also nulls \texttt{p1} so it cannot be used again. Similarly, if an \textit{auto\_ptr} is passed to a function it is also nulled. In this framework violation of the unique ownership constraint is only detected at run-time by a null pointer check. However, the widespread use of \textit{auto\_ptrs} in practical C++ programming suggests that working software engineers find the notion of object ownership intuitive and useful.

Further discussion of related work, including a comparison with \textit{region}-based memory management approaches, is included in an associated technical report [6].

7 Conclusions and Future Work

We have formally defined the \textsc{PacLang} language and claimed, with reference to a case-study, that it is capable of specifying realistic packet processing applications. Our linear type system enforces a unique ownership property whilst allowing software engineers to program in a familiar style. We have argued that unique ownership greatly simplifies the compilation of a high-level program to a diverse range of NP architectures.

There are a number of ways in which \textsc{PacLang} must be extended if it is to be used on an industrial-scale. For example, the type system needs to be able to differentiate between different types of \textit{packet} (e.g. IP packets, UDP packets etc.); support for structured types (such as records and tuples) and a module system are also required. However, much of this work amounts to engineering
rather than research effort. We believe that PacLang, as presented in this paper, captures the essence of packet-processing, providing a solid foundation for the development of an industrial-scale packet processing framework.

Our current work focuses on the implementation of a PacLang compiler which targets a variety of platforms, including Network Processors. This implementation effort will provide insights that can be fed back into the PacLang language design.

We hope that the ideas presented in this paper can be applied to the automatic partitioning of high-level code across multi-core architectures more generally (i.e. not just Network Processors). Since industrial trends suggest that such architectures will become more prevalent (as silicon densities continue to increase) we believe that this is an important topic for future research.
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Abstract. We develop a new foundation for distributed programming languages by defining an intuitionistic, modal logic and then interpreting the modal proofs as distributed programs. More specifically, the proof terms for the various modalities have computational interpretations as remote procedure calls, commands to broadcast computations to all nodes in the network, commands to use portable code, and finally, commands to invoke computational agents that can find their own way to safe places in the network where they can execute. We prove some simple meta-theoretic results about our logic as well as a safety theorem that demonstrates that the deductive rules act as a sound type system for a distributed programming language.

1 Introduction

One of the characteristics of distributed systems that makes developing robust software for them far more difficult than developing software for single stand-alone machines is heterogeneity. Different places in the system may have vastly different properties and resources. For instance, different machines may be attached to different hardware devices, have different software installed and run different services. Moreover, differing security concerns may cause different hosts to provide different interfaces to distributed programs, even when the underlying computational resources are similar.

In order to model such heterogeneous environments, programming language researchers usually turn to formalisms based on one sort of process algebra or another. Prime examples include the distributed join calculus [1] and the ambient calculus [2]. These calculi often have rich theories of process equivalence and are useful tools for reasoning about distributed systems. However, a significant disadvantage of starting with process algebras as a foundation for distributed computing is that they immediately discard the wealth of logical principles that underlie conventional sequential programming paradigms and that form the sequential core of any distributed computation.

In this paper, we develop a foundation for safe distributed programming, which rather than rejecting the logical foundations of sequential (functional)
programming, extends them with new principles tuned to programming in heterogeneous distributed environments. More specifically, we develop an intuitionistic, modal logic and provide an operational interpretation of the logical proofs as distributed programs. Our logic has the property that at any given place all of the intuitionistic propositional tautologies are provable. Consequently, our correspondence between proofs and programs implies we can safely execute any (closed) functional program at any place in our distributed programming environment.

We extend these simple intuitionistic proofs with modal connectives and provide computational interpretations of the connectives as operations for remote code execution:

- Objects with type $\tau @ p$ are return values with type $\tau$. They are the results of remote procedure calls from the place $p$.
- Objects with type $\Box \tau$ are computations that can safely run everywhere, and may be broadcast to all places in the network.
- Objects with type $\forall \tau$ are logically equivalent to those objects with type $\Box \tau$, but are treated operationally simply as portable code that can run everywhere, but is not actually broadcast.
- Objects with type $\diamond \tau$ are computational agents that have internalized the place $p$ where they may execute safely to produce a value with type $\tau$.

The central technical contributions of our work may be summarized as follows.

- We develop an intuitionistic, modal logic from first principles following the logical design techniques espoused by Martin L"of [3] and Frank Pfenning [4, 5]. Our logic is a relative of the hybrid logics, which are discussed in more detail at the end of the paper (see Section 4).
- Each connective in the logic is defined orthogonally to all others, is shown to be locally sound and complete, and supports the relevant substitution principles.
- This paper concentrates on the natural deduction formulation of the logic due to its correspondence with functional programs. However, we have also developed a sequent calculus that has cut elimination and shown that the sequent calculus is sound and complete with respect to the natural deduction system.
- We give an operational interpretation of the proofs in our logic as distributed functional programs. We prove that the logical deduction rules are sound when viewed as a type system for the programming language.

Due to space considerations, we have omitted many details from this extended abstract. Proofs of our theorems, language extensions (including references and recursive functions), and further programming examples may be found in our extended technical report [6].
2 A Logic of Places

2.1 Preliminaries

The central purpose of our logic is to facilitate reasoning about heterogeneous distributed systems where different nodes may have different properties and may contain different resources. Hence, the primary judgment in the logic not only considers whether a formula is true, but also where it is true. More precisely, each primitive judgment has the form

$$\vdash^\mathcal{P} F \text{ at } p$$

where $F$ is a formula from the logic and $p$ is a particular place in the system. These places are drawn from the set $\mathcal{P}$. When $\mathcal{P}$ is unimportant or easy to guess from the context (i.e., most of the time) we omit them from the judgment and simply write $\vdash F \text{ at } p$. For any syntactic object $X$, $\mathcal{FP}(X)$ denotes the set of free places that appear in $X$. We consider judgments $\vdash^\mathcal{P} F \text{ at } p$ to have no meaning if $\mathcal{FP}(F) \cup \{p\} \not\subseteq \mathcal{P}$.

To gain some intuition about this preliminary set up, consider a network of five computers ($A$, $B$, $C$, $D$, $E$). Each of these computers may have different physical devices attached to it. For instance, $E$ may have a printer attached to it and $B$ may have a scanner. If $\text{sc}$ ("there is a scanner here") and $\text{pt}$ ("there is a printer here") are propositions in the logic, we might assert judgments such as $\vdash \text{pt at } E$ and $\vdash \text{sc at } B$ to describe this situation.

Hypothetical Judgments. In order to engage in more interesting reasoning about distributed resources, we must define hypothetical judgments and facilities for reasoning from hypotheses. To begin with, hypothetical judgments have the form $\Delta \vdash^\mathcal{P} F \text{ at } p$ where $\Delta$ is a list of (variable-labeled) assumptions:

$$\text{contexts } \Delta ::= \cdot \mid \Delta, x : F \text{ at } p$$

We do not distinguish between contexts that differ only in the order of assumptions. We use hypotheses according to the following inference rule (where $L$ stands for use of a Local hypothesis).

$$\Delta, x : F \text{ at } p \vdash F \text{ at } p \quad \text{L}$$

Intuitionistic Connectives. With the definition of hypothetical judgments in hand, we may proceed to give the meaning of the usual intuitionistic connectives for truth ($\top$), implication ($F_1 \rightarrow F_2$) and conjunction ($F_1 \land F_2$) in terms of their introduction and elimination rules.

- **Introduction Rules**
  - $\Delta \vdash \top \text{ at } p \quad \top I$
  - $\frac{\Delta, x : F_1 \text{ at } p \vdash F_2 \text{ at } p}{\Delta \vdash F_1 \rightarrow F_2 \text{ at } p} \quad \rightarrow I$
  - $\frac{\Delta \vdash F_1 \rightarrow F_2 \text{ at } p \quad \Delta \vdash F_1 \text{ at } p}{\Delta \vdash F_1 \land F_2 \text{ at } p} \quad \land I$
  - $\frac{\Delta \vdash F_1 \land F_2 \text{ at } p}{\Delta \vdash F_1 \text{ at } p} \quad \land E1$
  - $\frac{\Delta \vdash F_1 \land F_2 \text{ at } p}{\Delta \vdash F_2 \text{ at } p} \quad \land E2$

- **Elimination Rules**
None of the rules above are at all surprising; each rule helps explain how one of the usual intuitionistic connectives operates at a particular place. Hence, if we limit the set of places to a single place "\( \Delta \)" the logic will reduce to ordinary intuitionistic logic. So far, there is no interesting way to use assumptions at multiple different places, but we will see how to do that in a moment.

As a simple example, consider reasoning about the action of the printer at place \( E \) in the network we introduced earlier. Let \( \text{pdf} \) be a proposition indicating the presence of a PDF file waiting to be printed and \( \text{po} \) be a proposition indicating the presence of a printout. The following derivation demonstrates how we might deduce the presence of a printout at \( E \). The context \( \Delta \) referenced below is

\[
f_E : \text{pdf} \text{ at } E, \text{ptr}_E : \text{pt} \text{ at } E, \text{print} : \text{pdf} \land \text{pt} \rightarrow \text{po} \text{ at } E
\]

This context represents the presence of a PDF file and printer at \( E \) as well as some software (a function) installed at \( E \) that can initiate the printing process.

\[
\begin{array}{c}
\Delta \vdash \text{pdf} \land \text{pt} \rightarrow \text{po} \text{ at } E \quad \Delta \vdash \text{pt} \text{ at } E \\
\Delta \vdash \text{pdf} \land \text{pt} \text{ at } E \quad \Delta \vdash \text{po} \text{ at } E
\end{array}
\]

\[\Delta \vdash \text{po} \text{ at } E \]

2.2 Inter-place Reasoning

To reason about relationships between objects located at different places we introduce a modal connective, which describes objects in terms of their location in the system.

We derive our modal connective by internalizing the judgmental notion that a formula is true at a particular place, but not necessarily elsewhere. We write this new modal formula as \( F \circ @ p \). The introduction and elimination rules follow.

\[
\begin{array}{c}
\Delta \vdash F \text{ at } p \\
\Delta \vdash F \circ @ p \text{ at } p' \quad @ I \\
\Delta \vdash F \circ @ p' \text{ at } p' \quad @ E
\end{array}
\]

This connective allows us to reason about objects, software or devices “from a distance.” For instance, in our printer example, it is possible to refer to the printer located at \( E \) while reasoning at \( D \); to do so we might assert \( \Delta \vdash \text{pt} \circ @ E \text{ at } D \). Moreover, we can relate objects at one place to objects at another. For instance, in order to share \( E \)'s printer, \( D \) needs to have software that can convert local PDF files at \( D \) to files that may be used and print properly at \( E \) (perhaps this software internalizes some local fonts, inaccessible to \( E \)). An assumption of the form \( \text{DtoE} : \text{pdf} \rightarrow \text{pdf} \circ @ \text{E} \text{ at } D \) would allow us to reason about such software.\(^1\) If \( \Delta' \) is the assumption \( \text{DtoE} \) above together with an assumption \( f_D : \text{pdf} \text{ at } D \), the following derivation allows us to conclude that we can get the PDF file to \( E \). We can easily compose this proof with the earlier one to demonstrate that PDF files at \( D \) can not only be sent to \( E \), but actually printed there.

\(^1\) We assume that “\( \circ @ \)” binds tighter than implication or conjunction. When fully parenthesized, the assumption above has the following form: \((\text{pdf} \rightarrow (\text{pdf} \circ @ E)) \text{ at } D\).
\[
\Delta' \vdash \text{pdf} \rightarrow \text{pdf} \mathbin{@} E \mathbin{at} D \quad L \\
\Delta' \vdash \text{pdf} \mathbin{at} D \quad L \\
\Delta' \vdash \text{pdf} \mathbin{@} E \mathbin{at} D \\
\Delta' \vdash \text{pdf} \mathbin{at} E \quad \mathbin{@} E
\]

2.3 Global Reasoning

While our focus is on reasoning about networks with heterogeneous resources, we cannot avoid the fact that certain propositions are true everywhere. For instance, the basic laws of arithmetic do not change from one machine to the next, and consequently, we should not restrict the application of these laws to any particular place. Just as importantly, we might want to reason about distributed applications deployed over a network of machines, all of which support a common operating system interface. The functionality provided by the operating system is available everywhere, just like the basic laws of arithmetic, and use of the functionality need not be constrained to one particular place or another.

Global Judgments. To support global reasoning, we generalize the judgment considered so far to include a second context that contains assumptions that are valid everywhere. Our extended judgments have the form \( \Gamma; \Delta \vdash^p F \mathbin{at} p \) where \( \Gamma \) is a global context and \( \Delta \) is the local context we considered previously.

\[
\begin{align*}
\text{Global Contexts} & \quad \Gamma ::= \cdot | \Gamma, x : F \\
\text{Local Contexts} & \quad \Delta ::= \cdot | \Delta, x : F \mathbin{at} p
\end{align*}
\]

Our extended logic contains two sorts of hypothesis rules, one for using each sort of assumption. Rule \( L \) is identical to the hypothesis rule used in previous sections (modulo the unused global context \( \Gamma \)). Rule \( G \) specifies how to use global hypotheses; they may be placed in any location and used there.

\[
\begin{align*}
\Gamma; \Delta, x : F \mathbin{at} p & \vdash F \mathbin{at} p \quad L \\
\Gamma, x : F; \Delta & \vdash F \mathbin{at} p \quad G
\end{align*}
\]

All rules from the previous sections are included in the new system unchanged aside from the fact that \( \Gamma \) is passed unused from conclusion to premises.

Internalizing Global Truth. The modal connective \( \Box F \) internalizes the notion that the formula \( F \) is true everywhere. If a formula may be proven true at a new place \( p \), which by definition can contain no local assumptions, then that formula must be true everywhere.\(^2\)

\[
\Gamma; \Delta \vdash^{p+p} F \mathbin{at} p \\
\Gamma; \Delta \vdash^{p} \Box F \mathbin{at} p' \quad \Box I
\]

\(^2\) By convention, judgments are meaningless when they contain places not contained in the sets \( P \) that annotate the judgment. Consequently, this rule requires that \( p \not\in \text{FP}(\Gamma) \cup \text{FP}(\Delta) \cup \text{FP}(F) \).
Here, we use $P + p$ to denote the disjoint union $P \cup \{p\}$. If $p \in P$, we consider $P + p$, and any judgment containing such notation, to be undefined. If we can prove $\Box F$, we can assume that $F$ is globally true in the proof of any other judgment $F'$ at $p'$:

$$
\Gamma; \Delta \vdash P \Box F \text{ at } p \quad \Gamma; \Delta \vdash P F' \text{ at } p' \quad \Gamma; \Delta \vdash P F' \text{ at } p' \quad \Box E
$$

Returning to our printing example, suppose node E decides to allow all machines to send PDF files to it. In order to avoid hiccups in the printing process, E intends to distribute software to all machines that allows them to convert local PDF files to files that will print properly on E’s printer. We might represent this situation with a hypothesis $\text{ToE} : \Box (\text{pdf} \rightarrow \text{pdf} \@ E)$ at E. Now, given a PDF file at any other node $q$ in the network (coded as the assumption $f_q : \text{pdf} \text{ at } q$), we can demonstrate that it is possible to send the PDF file to E using the following proof, where $\Delta''$ contains assumptions $\text{ToE}$ and $f_q$. The global context $\Gamma$ contains the single assumption $\text{ToE'} : \text{pdf} \rightarrow \text{pdf} \@ E$.

$$
\frac{
\Gamma; \Delta'' \vdash \text{pdf} \rightarrow \text{pdf} \@ E \text{ at } q \quad \Gamma; \Delta'' \vdash \text{pdf} \text{ at } q \quad \Gamma; \Delta'' \vdash \text{pdf} \text{ at } q \quad \Box E
}{\Delta' \vdash \text{pdf} \@ E}
$$

where the derivation $\Delta = \vdash \Delta'' \vdash \Box (\text{pdf} \rightarrow \text{pdf} \@ E) \text{ at } E$.

*The Truth Is Out There.* The dual notion of a globally true proposition $F$ is a proposition that is true *somewhere*, although we may not necessarily know where. We already have all the judgmental apparatus to handle this new idea; we need only internalize it in a connective ($\Diamond F$). The introduction rule states that if the formula holds at any particular place $p$ in the network, then it holds somewhere. The elimination rule explains how we use a formula $F$ that holds somewhere: we introduce a new place $p$ and assume $F$ holds there.

$$
\frac{
\Gamma; \Delta \vdash P F \text{ at } p \quad \Gamma; \Delta \vdash P F' \text{ at } p' \quad \Diamond F
}{\Gamma; \Delta \vdash P \Diamond F \text{ at } p', \diamond E}
$$

*Modal Axioms.* We can begin to understand the relationship between our modal logic and other intuitionistic modal logics presented in the literature by considering the axioms provable in our logic. The following axioms, taken from Simpson’s thesis [7], can all be proven in our logic, indicating that it is a relative of intuitionistic S5.\(^3\)

---

\(^3\) The modal logics in Simpson’s thesis [7] include disjunction, negation and falsehood, which we do not treat in this paper. In the presence of these additional connectives, S5 and other modal logics should satisfy two further axioms (IK3, IK4).
2.4 Properties

We have proved local soundness and completeness properties (i.e., subject reduction for beta-reduction and eta-expansion of proofs) for each of the connectives in our logic, as well as standard substitution properties. In addition, we have developed a sequent calculus and proved the following two theorems:

**Theorem 1.** The natural deduction system is sound and complete with regard to the sequent calculus (SEQ).

**Theorem 2.** The cut rule is admissible in SEQ.

3 λrpc: A Distributed Programming Language

The previous section developed an intuitionistic, modal logic capable of concisely expressing facts about the placement of various objects in a network. Here, we present the proof terms of the logic and show how they may be given an operational interpretation as a distributed programming language, which we call λrpc. The logical formulas serve as types that prevent distributed programs from "going wrong" by attempting to access resources that are unavailable at the place where the program is currently operating.

3.1 Syntax and Typing

Figure 1 presents the syntax of programs and their types, and Figure 2 presents the typing rules for the language, which are the natural deduction-style proof rules for the logic.

*Types and Typing Judgments.* The types correspond to the formulas of the logic; we use the meta variable τ rather than F to indicate a shift in interpretation. We also included a set of base types (b).

Since we have discovered two different operational interpretations of □ F, and we would like to explain both of them in this paper, we have extended the language of formulas (types) to include an extra modality □ τ to handle the second interpretation. To support the two universal modalities, we also separate the logical context Γ into two parts, Γ□ and Γ□[τ], during type checking. Hence the overall type checking judgment has the following form: Γ□; Γ□[τ]; Δ ⊢ e : τ at p. By deleting either □ τ or □τ (and the associated context), we recover *exactly the same logic* as discussed in the previous section.4

---

4 We could have defined two languages, one language for each interpretation of □ F, where the typing rules of each language correspond exactly to the logical inference
Options. The programs include an unspecified set of constants (c), and the standard introduction and elimination forms for unit, functions and pairs.

Variables from each different context are used in different ways. We have added some syntactic sugar to the standard proof terms as a mnemonic for the different sorts of uses. Uses of local variables from Δ are just like ordinary uses of variables in your favorite (call-by-value) functional language so they are left undecorated. Variables in Γ□ refer to computations that have been broadcast at some earlier point. In order to use such a variable, the program must synchronize with the concurrently executing computation. Hence, we write $\text{sync} (x)$ for such uses. Variables in $\Gamma_{\exists}$ refer to portable closures. The use of a variable in this context corresponds to $\text{running}$ the closure with the current place $p$ as an argument. Hence, we write $\text{run} (x \ [p] )$ for such uses.

Our first modality $\tau @ p$ has an operational interpretation as a remote procedure call. The introduction form $\text{ret} (e, p)$ constructs a “return value” for a remote procedure call. This “return value” can actually be an arbitrary expression e, which will be returned to and run at the place $p$. The elimination form $\text{rpc} (e, p')$ is the remote procedure call itself. It sends the expression $e$ to the remote site $p'$ where $e$ will be evaluated. If the expression is well typed, it will eventually evaluate to $\text{ret} (e', p)$: a return value that can be run safely at the caller’s place, which, in this case is place $p$.

The introduction form for $\square F$ is $\text{close} (\lambda p. e)$. It creates a closure that may be broadcast by the elimination form $\text{bc} c_1 \ at \ p_1 \ as \ x \ in \ e_2$ to every node in the network. More specifically, the elimination form executes $e_1$ at $p_1$, expecting $e_1$ to evaluate to $\text{close} (\lambda p. e)$. When it does, the broadcast expression chooses a new universal reference for the closure, which is bound to $x$, and sends $\lambda p.e$ to every place in the network where it is applied to the current place and the resulting expression is associated with its universal reference. Finally, expression $e_2$ is executed with the universal reference bound to $x$. Remote procedure calls or

rules. However, we obtain a more powerful result by showing that these two interpretations inter-operate.
\[
\begin{align*}
&\Gamma; \Delta, x : \tau \vdash x : \tau \quad L \\
&\Gamma, \Delta, x : \tau \vdash \text{sync}(x) : \tau \quad G\Box \\
&\Gamma, \Delta, x : \tau \vdash \text{run}(x \mid [p]) : \tau \quad G\Pi \\
&\Gamma; \Delta \vdash () : \top \quad \text{Unit} \\
&\Gamma; \Delta \vdash c : b \quad \text{Const} \\
&\Gamma; \Delta \vdash e_1 : \tau_1 \rightarrow \tau_2 \quad \rightarrow I \\
&\Gamma; \Delta \vdash e_1 \Spin \oplus e_2 : \tau_2 \quad \land I \\
&\Gamma; \Delta \vdash \pi_1 e : \tau_1 \times \tau_2 \quad \land E \\
&\Gamma; \Delta \vdash e : \tau \quad @ I \\
&\Gamma; \Delta \vdash e \Spin + p : \tau \quad @ E \\
&\Gamma; \Delta \vdash \text{bc} e_1 : \tau \quad \Box E \\
&\Gamma; \Delta \vdash \text{port}(\lambda p. e) : \Box \tau \quad \Box I \\
&\Gamma; \Delta \vdash \text{pull} e_1 : \tau \quad \land E \\
&\Gamma; \Delta \vdash \text{agent}[e, p] : \Diamond \tau \quad \Diamond I \\
&\Gamma; \Delta \vdash \text{go} e_1 : \Diamond \tau \quad \Diamond E
\end{align*}
\]

Fig. 2. The typing rules for \(\lambda_{rpc}\)
broadcasts generated during evaluation of $e_2$ may refer to the universal reference bound to $x$, which is safe, since $x$ has been broadcast everywhere.

Objects of type $\pi \tau$ are portable closures; they may be run anywhere. The elimination form $\textbf{pull} e_1$ at $p_1$ as $x$ in $e_2$ takes advantage of this portability by first computing $e_1$ at $p_1$, which should result in a value with the form $\text{port}(\lambda p. e)$. Next, it pulls the closure $\lambda p. e$ from $p_1$ and substitutes it for $x$ in $e_2$. The typing rules will allow $x$ to appear anywhere, including in closures in $e_2$ that will eventually be broadcast or remotely executed. Once again, this is safe since $e$ is portable and runs equally well everywhere.

Our last connective $\diamond \tau$ is considered the type of a computational agent that is smart enough to know where it can go to produce a value with type $\tau$. We introduce such an agent by packaging an expression with a place where the expression may successfully be run to completion. The elimination form $\textbf{go} e_1$ at $p_1$ return $x$, $p$ in $e_2$ first evaluates $e_1$ at $p_1$, producing an agent $\text{agent}[e, p_2]$. Next, it commands the agent to go to the hidden place $p_2$ and execute its encapsulated computation there. When the agent has completed its task, it synchronizes with the current computation and $e_2$ continues with $p$ bound to $p_2$ and $x$ bound to the value that is safe to use at $p_2$.

Simple Examples. To gain a little more intuition about how to write programs in this language, consider computational interpretations of some of the proofs from the previous section. The context $\Delta$ referenced below contains the following assumptions.

$$f_D : \text{pdf at } D \quad \text{print : pdf } \land \text{pt } \rightarrow \text{po at } E$$

$$f_E : \text{pdf at } E \quad \text{DtoE : pdf } \rightarrow \text{pdf } @ \text{E at } D$$

$$\text{ptr}_E : \text{pt at } E \quad \text{ToE : } \boxdot (\text{pdf } \rightarrow \text{pdf } @ \text{E}) \text{ at } E$$

Printing a PDF file (involving local computation only):

$$; \Delta \vdash \text{print}(f_E, \text{ptr}_E) : \text{po at } E$$

Fetching a PDF file (involving a remote procedure call in which the computation DtoE $f_D$ is executed at $D$):

$$; \Delta \vdash \text{rpc}(\text{DtoE } f_D, D) : \text{pdf at } E$$

Fetching then printing:

$$; \Delta \vdash (\lambda x : \text{pdf} . \text{print} (x, \text{ptr}_E)) (\text{rpc}(\text{DtoE } f_D, D)) : \text{po at } E$$

Broadcasting $E$'s PDF conversion function to all nodes then fetching a PDF file from node $q$ (recall that in general, uses of these global variables involve synchronizing with the broadcast expression; below the broadcast expression is a value, but we synchronize anyway):

$$; \Delta, f_q : \text{pdf at } q \vdash \text{bc } \text{ToE at } E \text{ as } \text{ToE'} \in \text{rpc}(\text{sync} (\text{ToE'} f_q, q) : \text{pdf at } E$$

Another way to manage PDF files is to make them portable. For instance, if $C$ and $D$ contain portable PDF files, then $E$ can pull these files from their resident
locations and print them on its local printer. Remember that portable values are polymorphic closures that are “run” when used. In this case, the closure simply returns the appropriate PDF file.

\[ \Delta, f_C : \text{pdf at } C, f_D : \text{pdf at } D \vdash \]
\[ \text{pull } f_C \text{ at } C \text{ as } f'_C \text{ in } \]
\[ \text{pull } f_D \text{ at } D \text{ as } f'_D \text{ in } \]
\[ \text{let } _= \text{ print} (\text{run} (f'_C [E]), \text{ptr}_E) \text{ in } \]
\[ \text{let } _= \text{ print} (\text{run} (f'_D [E]), \text{ptr}_E) \text{ in } \]
\[ \ldots \text{ : } \tau \text{ at } E \]

3.2 Operational Semantics and Safety

When one defines an operational semantics for a language, it is essential to choose the correct level of abstraction. When the level of abstraction is too low, details get in the way of understanding the larger issues; when the level of abstraction is too high, there may be confusion as to how the semantics relates to reality. In our case, we could give an operational semantics based directly on proof reduction, but this semantics would be at too high a level of abstraction to observe important details concerning the distribution of values over a network. In particular, we would not be able to distinguish between the two very different interpretations of \( \Box \). Consequently, we give an operational semantics at a lower level of abstraction than proof reduction by including an explicit, concrete network in the semantics as shown in Figure 3.\(^5\) Nevertheless, the basis for the semantics is the interaction of introduction and elimination rules as the proof theory suggests. The various new syntactic objects we use to specify our operational model are listed below.

\textbf{Networks} \quad \mathcal{N} ::= (P, \mathcal{L})

\textbf{Process Envs.} \quad \mathcal{L} ::= \cdot \mid \mathcal{L}, \ell \rightarrow e \text{ at } p

\textbf{Values} \quad v ::= e \mid \lambda x : \tau . e \mid \{v_1, v_2\} \mid \text{ret}(e, p)
\quad \mid \text{close}(\lambda p. e) \mid \text{port}(\lambda p. e) \mid \text{agent}[e, p]

\textbf{RT Terms} \quad e ::= \cdot \cdot \cdot \mid \text{sync}(\ell) \mid \text{run}(\lambda p. e [p_1]) \mid \text{sync}(\text{rpc}(\ell, p))
\quad \mid \text{sync}(\text{bc } \ell \text{ at } p \text{ as } x \text{ in } e_2) \mid \text{sync}(\text{pull } \ell \text{ at } p \text{ as } x \text{ in } e_2)
\quad \mid \text{sync}_1(\text{go } \ell \text{ at } p \text{ return } x, q \text{ in } e)
\quad \mid \text{sync}_2(\text{go } \ell \text{ at } p \text{ return } x, q \text{ in } e)

\textbf{Contexts} \quad C ::= [] \mid C e_2 \mid v_1 C \mid \{C, e_2\} \mid \{v_1, C\} \mid \pi, C

---

\(^5\) Our choice here is also informed by the history of operational interpretations of linear logic. Several researchers [8,9] gave interpretations of linear logic using a store-less semantics derived directly from logical proof reduction. These semantics led to significant confusion about the memory management properties of the languages: How many pointers to a linear object could there be, and can linear objects be deallocated after they are used? It was impossible to say because the operational models did not contain pointers! Only when Chirimar et al. [10] and Turner and Wadler [11] later gave interpretations that deviated from the proof-theoretic interpretation by including an explicit store was the story made clear. Our interpretation of modal logic deviates from the proof theory in a similar way to these latter works as we include an explicit network.
Fig. 3. The operational semantics of $\lambda_{rpc}$

Networks $N$ are pairs consisting of a set of places $P$, and a distributed process environment $L$. We have seen places before. The process environment $L$ is a finite partial map from places $p$ in $P$ to process IDs to expressions. We write these partial maps as lists of elements with the form $\ell \rightarrow e$ at $p$. We assume that no pair of place and location ($p$ and $\ell$) appears in two different components of the map. We do not distinguish between maps that differ only in the ordering of their elements. $L(p)(\ell)$ denotes $e$ when $L = L'$, $\ell \rightarrow e$ at $p$. We use the notation $L \setminus \ell$ to denote the mapping $L$ with all elements of the form $\ell \rightarrow e$ at $p$ removed.

We also introduce new expressions (the RT terms above) that only occur at run time to give an operation semantics to our program. Run-time terms are used to represent expressions, which are suspended part-way through evaluation and are waiting to synchronize with remotely executing expressions. Lastly, we define evaluation contexts $C$ to specify the order of evaluation.
In order to show that the network is well-typed at every step in evaluation, we add typing rules to give types to the RT terms and we also give well-formedness conditions for the network as a whole. The typing judgment for a network has the form \( \vdash \mathcal{L} : \Gamma_0 ; \Delta \). See the technical report [6] for further details.

Operational Rules and Type Safety. The state of a network \( \mathcal{N} = (P, \mathcal{L}) \) evolves according to the operational rules listed in Figure 3. These rules specify a relation with the form \( \mathcal{L} \rightleftharpoons \mathcal{L}' \).

The type system is sound with respect to our operational semantics for distributed program evaluation. The proofs of Preservation and Progress theorems, stated below, follow the usual strategy.

**Theorem 3 (Preservation).** If \( \vdash \mathcal{L} : \Gamma_0 ; \Delta \) and \( \mathcal{L} \rightleftharpoons \mathcal{L}' \) then there exists \( \Gamma'_0 \) and \( \Delta' \) such that \( \vdash \mathcal{L}' : \Gamma'_0 ; \Delta' \).

**Theorem 4 (Progress).** If \( \vdash \mathcal{L} : \Gamma_0 ; \Delta \) then either

- \( \mathcal{L} \rightleftharpoons \mathcal{L}' \), or
- for all places \( p \) in \( P \), and for all \( \ell \) in \( \text{Dom}(\mathcal{L}(p)) \), \( \mathcal{L}(p)(\ell) \) is a value.

4 Discussion

Extensions and Variations. This paper presents a solid foundation on which to build a distributed functional programming language. However, in terms of language design, it is only the beginning. For instance, the current work assumes that the set of network places and the network topology is fixed. While this is a reasonable assumption for some distributed programming environments, others allow the topology to evolve. An interesting challenge for future work is to extend our logic and language with features that allow allocation of new places and handling of failures.

Related Work. Hybrid logics are an old breed of logic that date back to Arthur Prior’s work in the 1960s [12]. As does our logic, they mix modal necessity and possibility with formulas such as \( F@p \) that are built from pure names. More recently, researchers have developed a rich semantic theory for these logics and studied both tableau proofs and sequents; many resources on these topics and others are available off the hybrid logics web page.\(^6\) However, work on hybrid logics is usually carried out in a classical setting and we have not found an intuitionistic, natural deduction style proof theory like ours that can serve as a foundation for distributed functional programming languages.

Cardelli and Gordon’s ambient logic [13] highlights the idea that modalities for possibility and necessity need not only be interpreted temporally, but can also be interpreted spatially, and this abstract idea was a central influence in our work. However, at a more technical level, the ambient logic is entirely different from the logic we develop here: The ambient logic has a widely different set of

---

\(^6\) See [http://www.hylo.net](http://www.hylo.net).
connectives, is classical as opposed to intuitionistic, and is defined exclusively by a sequent calculus rather than by natural deduction. Moreover, it does not serve as a type system for ambient programs; rather, it is a tool for reasoning about them.

Much effort has been invested in interpreting proof search in sequent calculus of linear logic as concurrent computation. Recently along this line of research, Kobayashi et al. have explained how modal linear logic can be viewed as a distributed concurrent programming language [14]. In this work, they introduce a formula similar to our $F \circ p$ but they define it axiomatically rather than through introduction and elimination rules (or left and right rules), as we have done. Consequently, their formulation cannot serve as the basis for a functional programming language. They did not consider modal necessity and possibility.

Another major influence on our work is Pfenning and Davies’ judgmental reconstruction of modal logic [5], which is developed in accordance with Martin Lof’s design patterns for type theory [3]. Alex Simpson’s thesis [7] is also an indispensable reference on intuitionistic modal logic; we used it to help us understand the pure fragment of our logic. Pfenning and Davies interpret modal necessity temporally (as opposed to spatially) in their work on staged computation [15]. The most significant technical difference between our logic and theirs is that our logic hybrid and is founded on local judgments that include the specific place where a proposition is true whereas their logic is not.

Concurrently with this research, Jonathan Moody [16] has been investigating the relationship between modal logics and type systems for distributed computing, particularly Grid computing. Moody interprets objects with type $\Box \tau$ as jobs that may be injected into the Grid and run anywhere. This interpretation resembles our portable code, but there are some technical differences: his type system is based on S4 rather than S5 and, whereas we assume all nodes are connected to all other nodes, Moody’s networks may have a more refined accessibility relation. Moody has not considered an interpretation of $\Box \tau$ as broadcast.

Another important difference between systems is that Moody only considers the pure modal logic. He does not have the hybrid logic connective $\tau \circ p$ and the associated commands for remote procedure calls. The advantage of programming exclusively in Moody’s pure fragment is that the types are simpler (they do not involve explicit places) and the run-time system takes care of the entire distribution strategy for the programmer. The disadvantage of working exclusively in the pure fragment is that the programmer does not have as much control over how computations are evaluated and where resources are placed.

Acknowledgments. We would like to thank Frank Pfenning for helping us understand the status of the pure fragment of our modal logic.

References

ULM:* A Core Programming Model for Global Computing
(Extended Abstract)

Gérard Boudol
INRIA Sophia Antipolis

Abstract. We propose a programming model to address the unreliable character of accessing resources in a global computing context, focusing on giving a precise semantics for a small, yet expressive core language. To design the language, we use ideas and programming constructs from the synchronous programming style, that allow us to deal with the suspensive character of some operations, and to program reactive behaviour. We also introduce constructs for programming mobile agents, that move together with their state, which consists of a control stack and a store. This makes the access to references also potentially suspensive.

1 Introduction

According to the global computing vision, “In the future most objects that we work with will be equipped with processors and embedded software [...] Many of these objects will be able to communicate with each other and to interact with the environment” [15]. In a word: processors everywhere. This is gradually becoming a reality: besides computers and laptops, or personal assistants, nowadays telephones and smart cards also are equipped with processors, as well as cars, planes, audio and video devices, household appliances, etc. Then a question is: will we be able to exploit such a highly distributed computing power? How will we compute in such a context? There are clearly many new features to deal with, and many problems to address in order to be able to “compute globally”. As pointed out by Cardelli [8,9], the global computing context introduces new observables, “so radically different from the current computational norm that they amount to a new model of computation”.

In this paper we address one specific aspect of this global computing vision, namely the fact that “The availability and responsiveness of resources [...] are unpredictable and difficult to control” [15]. This is indeed something that everybody can already experiment while browsing the web: quite often we observe that an URL appears inaccessible, for various reasons which are not always clearly identified – failure of a node, insufficient bandwidth, congestion, transient

---

* ULM is the acronym for the french words “Un Langage pour la Mobilité”. Work partially supported by the MIKADO project of the IST-FET Global Computing Initiative, and the CRISS project of the ACI Sécurité Informatique.
disconnection, impossibility to cross a firewall, etc. We would like to have some ability to react and take actions to bypass these obstacles. This is what Cardelli provided for us, with service combinators for scripting the activity of web browsing [10]. Cardelli’s combinators are quite specific, however: only the time and rate of transmission can be used as parameters for a reaction. We would like to have programming constructs to deal with more general situations where the availability and responsiveness of resources is not guaranteed. This is not provided by traditional computing models. For instance, in a LAN, the fact that some file is unreachable is considered as an error – unless this is prescribed by some security policy –, and a latency period that exceeds normal response times and communication delays is the sign of a failure. In global computing, by contrast, trying to access something which is, maybe temporarily, absent or unavailable appears to be the rule, rather than the exception. Such a failure should not be regarded as a fatal error. We should rather have means to detect and react to the lack of something.

A typical scenario where these partial failures occur is the one of mobile code, which is thought of as a general technique to cope with the new observable features of the global computing context [9,13]. For instance, a mobile code (which may be code embedded in a mobile device) may fail to link with some specific libraries it might need at a visited site, if the site does not provide them. In this case, a default behaviour should be triggered. Conversely, the mobile code may be unreachable from a site which is supposed to maintain connections with it. In such a case, the user who has delegated the mobile agent, or who tries to contact a remote mobile device, for instance, has to wait and, after a while, take some decisions.

The model we shall use to deal with absence, waiting, and reactions is basically that of synchronous programming [2,14]. This does not mean that, in our approach, something like the web is to be regarded as a synchronous system. We rather take the view that the global computing world is a (wide) GALS, that is, a “Globally Asynchronous, Locally Synchronous” network. Only at a local level does a notion of time make sense, which serves as the basis for taking decisions to react. As regards the way to program reactions, we follow the ESTEREL imperative (or control-oriented) style [3], which seems more appropriate for our purpose than the Lustre data flow style [14]. However, in ESTEREL a program is not always “causally correct”, and a static analysis is needed to check correctness. This checking is not compositional, and more specifically, the parallel composition of causally correct programs is not always correct. From the point of view of global computing, this is unfortunate, because this makes it impossible to dynamically add new components, like mobile agents, to a system. Therefore, we shall use the reactive variant of ESTEREL designed by Boussinot [5,6], which is slightly less expressive, but is well suited for dynamically evolving concurrent systems. The main ingredients of the synchronous/reactive model, in its control-oriented incarnation – as we see it – are the following:
broadcast signals. Program components react according to the absence or presence of signals, by computing, and emitting signals. These signals are broadcast to all the components of a synchronous area, which is a limited area where a local control over all the components exists.

- suspension. Program components may be in a suspended state, either because of the presence of a signal, or because they are waiting for a signal which is absent at the moment.

- preemption. There are means to abort the execution of a program component, depending on the presence or absence of a signal.

- instants. These are successive periods of the execution of the program, where the signals are consistently seen as present or absent by all the components.

Suspension is what we need to signify the lack of something, and preemption allows us to program reactive behaviours, aborting suspended parts of a program in order to trigger alternative tasks\textsuperscript{1}. Notice that a notion of time – the instants – is needed to give meaning to actions depending on the absence of a signal: otherwise, when could we decide that we have waited for too long, and that the signal is to be considered as really absent? This last notion of an instant is certainly the main innovation of the synchronous programming model, and also the less easy to grasp. In our formalization, an “instant”, or, better, a time slot – or simply a slot –, is an interval in the execution of a program, possibly involving many (micro-)steps, the end of which is determined by the fact that all the components are either terminated or suspended, and therefore unable to activate any other component. Moreover, only at the very beginning of an “instant” interactions with the environment may take place. By contrast with Esterel, in the reactive programming style of Boussinot, the absence of a signal can only be determined at the end of the “instant”, and therefore one cannot suspend a component on the presence of a signal (that is, run it only if the signal is absent), and one can only abort its execution at the end of a time slot.

The following example illustrates the use of reactive programming in a global computing perspective:

\[
\text{agent } \lambda a. \text{let } s = \text{sig in thread } \lambda t. \text{if present } s \text{ then } () \text{ else } (\text{migrate_to } \ell) a; \\
P; \text{emit } s
\]

This is the code of an agent, named \(a\), that, in some site, tries to executes a program \(P\) for one time slot. It spawns a thread (named \(t\)) that terminates if executing \(P\) succeeds, and otherwise moves the agent elsewhere. To trigger the migration, we use a local signal \(s\) which is only present when the task \(P\) terminates. One can also easily program a similar migration behaviour triggered by the presence of a failure signal emitted in a site:

\[
\text{agent } \lambda a. (\text{thread } \lambda t. (\text{when failure}) (\text{migrate_to } \ell) a) ; P
\]

Here the migration instruction is suspended, by means of the when construct, until the failure signal is emitted.

\textsuperscript{1} This is surely not new from a system or network programming point of view, where one needs to deal with suspended or stuck tasks. However, the relevant mechanisms are usually not integrated in high-level programming languages.
The main novelty in this paper is in the way we deal with the *state*, and more generally the context of a program. Apart from the reactive constructs, we adopt a fairly conventional style of programming, say the ML or SCHEME imperative and functional style, where a memory (or heap) is associated with a program, to store mutable values. Then, in the presence of mobile code, a problem arises: when a code migrates, what happens with the portion of the store it may share with other, mobile or immobile components? There are three conceivable solutions:

- **network references.** The owner of a reference (a pointer) keeps it with him, and remote accesses are managed by means of proxies, forwarding the requests through the network.

- **distributed references.** A shared reference is duplicated and each copy is directly accessible, by local operations. Its value is supposed to be the same in all the copies.

- **mobile references.** The owner of a reference keeps it with him, and all non local accesses to the reference fail.

All the three solutions have their own flaws, the last one being the simplest to implement, but also the worse, according to the current computing model: it amounts to systematically introducing dangling pointers upon migration, thus causing run-time errors. Indeed, as far as I can see, this solution has never been used. Regarding the first, the construction and use of chains of forwarders may be costly, but, more importantly, network references rely on the implicit assumption that the network is reliable, in the sense that a distant site is always accessible (otherwise this solution is as bad as the last one). As we have seen, this assumption does not hold in a global computing context, where it is, for instance, perfectly normal for a mobile device to be sometimes disconnected from a given network. Similarly, maintaining the coherence of replicated references in a large network may be very difficult and costly, especially if connections may be temporarily broken. Moreover, with mobile code, the conflicts among several values for a given reference are not easy to solve: if a user possesses such a reference, and launches several agents updating it, which is the right value?

We adopt mobile references in our programming model for global computing, but with an important new twist: trying to access an absent reference is not an error, it is a suspended operation, like waiting for an absent signal in synchronous/reactive programming. Then the reactive part of the model allows us to deal with programs suspended on absent references, exactly as with signals. Although we do not investigate them in this paper, we think that for many other aspects of distributed and global computing, a programming model taking into account suspension as an observable, and offering preemption constructs, is indeed relevant. For instance, we will not consider communications between nodes of a network (apart from the asynchronous migration of code), but it should be clear that, from a local point of view, remote communication operations should have a suspensive character. In particular, this should be the case in an implementation of network references. Similarly, we do not consider the dynamic linking phase that an agent should perform upon migration (we assume...
that the sites provide the implementation of the constructs of our core model),
but clearly an agent using some (supposedly ubiquitous) libraries for instance
should involve some backup behaviour in case linking fails. In fact, in a global
computing perspective, every operation engaging some code in an interaction
with its environment should, from the point of view of this code, be considered
as potentially suspensive. Therefore we think that, although they have been de-
veloped for radically different purposes – namely, hard real-time computations,
circuit design – the ideas of synchronous programming that we integrate
in our ULM core programming model should prove also useful in the highly
interactive and “odd-time” world of global computing.

2 The Computing Model

2.1 Asynchronous Networks of Synchronous Machines

Since the focus in this paper is on local reactive programming, and mobility, we
have only minimal requirements on the network model. We assume that comput-
ting takes place in a network which is a collection of named nodes (or sites, or
localities). Besides the nodes, the network also contains “packets”, which merely
consist here of frozen programs asynchronously migrating to some destination
node. Then, assuming given a set \( \mathcal{L} \) of node names, we describe a network using
the following syntax:

\[
R :: \ell[M] \mid \ell(p) \mid (R_0 \parallel R_1)
\]

where \( \ell \) is any node name. We denote by \( \ell[M] \) a site, named \( \ell \), containing
the configuration \( M \) of a reactive machine, while \( \ell(p) \) is a packet, en route to the site
called \( \ell \). The syntax of the content of packets, as well as machine configurations,
will be given below, and we shall see in a next section how packets are introduced
in the network. We denote by \( (R_0 \parallel R_1) \) the juxtaposition of the nodes of the
two networks \( R_0 \) and \( R_1 \). We make the assumption that the sets of node names
– that is, \( \ell \) in \( \ell[M] \) – are disjoint when joining two networks. This is supposed
to be guaranteed by some name service.

As we said in the introduction, our model is the one of a GALS network, a
concept that we formalize as follows. The behaviour exhibited by a network is
represented by transitions \( R \rightarrow R' \), and is determined by the behaviour of its
nodes. To account for the asynchronous character of network computations, we
assume that juxtaposition is associative and commutative. (This also means that
all the nodes, and packets, are considered here as neighbours, with no security
barrier filtering communication, for instance.) Then, denoting by \( \equiv \) the least
congruence on networks for which \( \parallel \) is associative and commutative, we have:

\[
\frac{R_0 \rightarrow R'_0}{(R_0 \parallel R_1) \rightarrow (R'_0 \parallel R_1)} \quad (\text{NTWK1}) \quad \frac{R_0 \rightarrow R'_0 \quad R_1 \equiv R_0 \quad R'_1 \equiv R'_0}{R_1 \rightarrow R'_1} \quad (\text{NTWK2})
\]

Now let us say a few words about the “locally synchronous” aspect of a GALS
network. In Section 2.3 we shall define transitions between machine configura-
tions, and we shall see that the behaviour of a synchronous machine, starting
from an initial configuration \( M_0 \), can be described as a sequence of time slots:
\[
\ell[M_0] \rightarrow \cdots \rightarrow \ell[M_0'] \rightarrow \ell[M_1] \quad \text{first slot}
\]
\[
\ell[M_1] \rightarrow \cdots \rightarrow \ell[M_1'] \rightarrow \ell[M_2] \quad \text{second slot}
\]
\[\vdots \quad \text{and so on.}\]

where the transitions \(\ell[M_i] \rightarrow \ell[M_i']\) represent purely local (micro)-steps to a “stable” configuration, and the last step \(\ell[M_i'] \rightarrow \ell[M_{i+1}]\) is a special “tick” transition. During the local steps of computation, the machine behaves in isolation from its environment. This normally ends up with a state \(M_i'\) where all the concurrent threads running in the machine are either terminated or suspended, waiting for some information, so that no further local computation may occur. Then all the interactions with the environment take place, during the “tick” transition, where the machine by itself does not perform any computation. Therefore one can say that during a time slot, the threads running in the machine have a coherent vision of the outside world. In this paper the interactions between a machine and its environment only consist in the management of migration – incorporating immigrant agents, and sending emigrating agents as packets in the network. However, one could easily imagine other forms of interactions, like receiving input signals or sending calls to remote procedures.

### 2.2 The Language: Syntax

As we suggested above, a reactive machine \(\mathcal{M}\) runs a collection of concurrent threads – among which mobile threads, that we call agents –, organized in a queue which we denote by \(T\). These threads share a common store \(S\) and a context (a set) of signals \(E\). Moreover, the configuration of the machine records a set \(P\) of emigrating agents. That is, a machine configuration has the form

\[
\mathcal{M} = (S, E, T, P)
\]

In this section we introduce the core language used to program agents and threads. As in ML or SCHEME, this core language is a call-by-value \(\lambda\)-calculus, enriched with imperative and reactive programming constructs, and with constructs to create and manage threads, including mobile ones. The syntax is given in Figure 1. Let us comment briefly on the primitive constructs of the language.

- Regarding the \(\lambda\)-calculus part of the language, we shall use the standard abbreviations and notations. We denote \(\lambda x.M\) by \(\lambda x.M\) when \(x\) is not free in \(M\). The capture avoiding substitution of \(N\) for \(x\) in \(M\) is denoted \(\{x \mapsto N\}M\).
- The imperative constructs, that is \texttt{ref}, \texttt{?} and \texttt{set} are quite standard, except that we denote by \texttt{?} the dereferencing operation (which is denoted \texttt{!} in ML), to emphasize the fact that this is a potentially suspensive operation. As usual, we also write \(M ::= N\) for \((\texttt{set}\ M)\ N\).
- The intuitive semantics of the reactive constructs \texttt{sig}, \texttt{emit}, \texttt{when} and \texttt{watch} is as follows. The constant \texttt{sig} creates, much like the \texttt{ref} construct, a new signal, that is a name. The created signal is initially absent, and one uses the \texttt{emit} function to make a signal present for the current time slot. The function \texttt{when}
\[ M, N \ldots ::= V \mid (MN) \mid \text{sig} \]

\[ V, W \ldots ::= \ell \mid x \mid \lambda xM \mid () \]

\[ \mid \text{ref} \mid ? \mid \text{set} \mid (\text{set} V) \]

\[ \mid \text{emit} \mid \text{when} \mid (\text{when} V) \mid \text{watch} \mid (\text{watch} V) \]

\[ \mid \text{thread} \mid \text{agent} \mid \text{migrate\_to} \mid (\text{migrate\_to} V) \]

Fig. 1. Syntax

is intended to be applied to two arguments, the first one being a signal. It suspends the evaluation of its second argument when the first one is absent. The preemption function watch is also a function of a signal and an expression. At the end of the current slot, it aborts the execution of its second argument if the watched signal is present.

- The thread function spawns a new thread, as well as the agent function which, in addition, creates an agent name. Agent names are used by the migrate\_to function to cause the migration of the designated thread.

As we have suggested in these informal explanations, the evaluation of several constructs of the language, namely ref, sig and agent (and also thread) will create various kinds of names at run-time. These names are values in an extended, run-time language. They are defined as follows. First, we assume given a denumerable set \( \mathcal{N} \) of names, disjoint from \( \mathcal{L} \). Then, besides node names in \( \mathcal{L} \), used in the source language, we shall use three kinds of names:

(i) Simple names, belonging to \( \mathcal{N} \) and ranged over by \( u, v, w \ldots \). These are used to name immobile threads, that is, the threads created using the thread construct.

(ii) Compound names of the form \( \ell.u \), thus belonging to \( \mathcal{L}.\mathcal{N} \). They are used to name signals, immobile references (that is, references created by an immobile thread), and agents. All these names may be imported in a node by a mobile agent, and this is why we use the name \( \ell \) of the creation node as a prefix, to avoid conflicts with names created elsewhere.

(iii) Compound names of the form \( \ell.u.v \), belonging to \( \mathcal{L}.\mathcal{N}.\mathcal{N} \). These are the names of references created by agents. As we will see, an agent will carry with it its own portion of the memory upon migration, and it is therefore convenient to distinguish the references created by an agent, by prefixing their name \( v \) with the name \( \ell.u \) of their creator.

2.3 Operational Semantics

We have already described the semantics of networks, which relies on machine transitions. To introduce the latter, let us first define more precisely the components of a configuration:

- As usual, the store \( S \) is a mapping from a finite set \( \text{dom}(S) \subseteq \mathcal{L}.\mathcal{N} \cup \mathcal{L}.\mathcal{N}.\mathcal{N} \) of memory addresses to values.
• The signal environment \( E \subseteq \mathcal{L} \mathcal{N} \) is the set of names of signals that are present during the current time slot.

• The threads queue \( T \) is a sequence of named programs \( M^t \), where \( M \) is an expression of the run-time language and \( t \) is the name of a thread executing \( M \) (so that \( t \in \mathcal{N} \cup \mathcal{L} \mathcal{N} \)). We denote by \( T \cdot T' \) the concatenation of two threads sequences, and by \( \varepsilon \) the empty sequence.

• The set \( P \) of emigrating agents consists in named programs together with a destination, denoted \((\ell)M^t\).

To run an expression \( M \) of the language in a locality \( \ell \), we start from an initial configuration where \( M \) is the only thread in the queue, with an arbitrary (simple) name, and everything else is empty, that is:

\[
\ell[\emptyset, \emptyset, M^u, \emptyset]
\]

For the sake of exposition, we distinguish four kinds of machine transitions. These transitions generally concern the head of the thread queue (on the left), that is the code \( M \) if \( T = M^t \cdot T' \). First, we have purely functional transitions that occur in the active code part \( M \) of a configuration, and are essentially independent from the rest, like \( \beta \)-reduction. Then we have the imperative and reactive behaviour, where the code \( M \) interacts with the store \( S \) or the signal environment \( E \). Next there are transitions having an effect on the thread queue, like thread creation, migration, and scheduling. Last but not least, there are transitions from one time slot to the next. As we said, all interactions with the “outside world” take place at this moment, and in particular the \( P \) part of the configuration is only considered at this point. The functional transitions, denoted \( M \rightarrow_f M' \), are given by the following axioms:

\[
\lambda x M V \rightarrow_f \{x \rightarrow V\} M \quad \text{(\( \beta_v \))}
\]

\[
(\text{when } W)V \rightarrow_f V \quad \text{(\( \text{WHEN} \))}
\]

\[
(\text{watch } W)V \rightarrow_f \emptyset \quad \text{(\( \text{WATCH} \))}
\]

The two transitions regarding \text{when} and \text{watch} mean that, when the code they control terminates, then the whole expression terminates.

To define the imperative and reactive transitions, acting on tuples \((S, E, M^t)\), we need some auxiliary notions. First, we shall use the standard notion of an evaluation context, analogous to a “control stack”. Evaluation contexts in our language are defined by the following grammar:

\[
E ::= [] \mid (EN) \mid (VE)
\]

Besides the evaluation contexts, we need the predicate \((S, E, M) \uparrow\) of suspension. In our language, there are two ways in which a code \( M \) may be suspended in the context of a store \( S \) and a signal environment \( E \): either \( M \) tries to access, for reading or writing it, a reference which is not in the domain of the store, or \( M \) waits for a signal which is absent. This is easily formalized, see [4].

To abbreviate the notations, in the rules below we will use the predicate \((E, E) \downarrow\), meaning that, given the signal environment \( E \), the evaluation context \( E \) is not suspensive, that is, if \( E = E_0[(\text{when } s)E_1] \) then \( s \in E \). In the rules we
also need, in some cases, the knowledge of the name of the locality where they occur. Therefore the imperative and reactive transitions are of the form

$$\ell \vdash (S, E, M^t) \rightarrow_{ir} (S', E', M'^t)$$

For lack of space, we omit here some of the rules of the operational semantics. The complete design has to be found in [4]. For instance, there is a rule by which functional transitions are allowed in any non suspensive context. Then we have rules to create a reference and enlarge the store, and to get or update the value of a reference. These are more or less standard, except that dereferencing and updating are suspensive operations when the reference is not in the domain of the store (again, see [4] for the details). The creation of a signal is similar to the creation of a reference, that is, a fresh signal name is returned as a value:

$$\ell \vdash (E, E) \xi \ell . u \text{ fresh} \quad \text{(SIG)}$$

Notice that the signal is still absent, that is $\ell . u \notin E$. The signal is present, for the rest of the current slot, when it has been emitted:

$$\ell \vdash (E, E) \xi \quad \text{(EMIT)}$$

One can see that, following these transitions, it may happen that the evaluation of $M$ gets suspended at some point. In this case, we have to look for other threads to execute, or to notice that the current slot has ended. This is decribed by the next rules, for transitions of the form

$$\ell[M] \rightarrow \ell[M']$$

that we mentioned in Section 2.1. A first rule says that an imperative or reactive transition is also a machine transition, if this transition is performed by the first thread in the queue (see [4]). Then, when the first thread is suspended, it is put at the end of the queue, provided that there is still some computation to perform, that is, there is another thread in the queue which is not terminated, and not suspended. By abuse of notation, we shall denote by $(S, E, T) \xi$ the fact that there is a thread in the queue $T$ which is active in the context of $S$ and $E$.

The rule for scheduling the queue of threads is as follows:

$$\ell[S, E, M^t \cdot T, P] \rightarrow \ell[S, E, T \cdot M^t, P] \quad \text{(SCHED)}$$

We have adopted a round-robin scheduling, placing the current thread at the end of the queue when it is terminated or suspended. We could obviously use any other (fair) strategy, but we think it is important, in a language with effects, to have a deterministic strategy, in order to have some understanding of the semantics. One may notice that if a thread is suspended, waiting for a signal on a (when $s$) statement, and if this signal is emitted during the current time slot, then the thread will always be activated during this slot.
It remains to see how threads are created, and how migration is managed. The \textbf{thread} function takes a thunk – that is, a frozen expression $\lambda.M$ – as argument, creates a new thread, the body of which is the unfrozen thunk, and terminates. The body of the created thread is subject to the control (by signals, that is by means of \textbf{when} and \textbf{watch} functions) exercised by the context that created it. To formulate this, let us define the control context $E^w$ extracted from an evaluation context $E$ as follows:

$$
\begin{align*}
\emptyset^w &= \emptyset \\
(EN)^w &= E^w \\
(VE)^w &= \begin{cases} (VE^w) & \text{if } V = (\text{when } W) \text{ or } V = (\text{watch } W) \\
E^w & \text{otherwise} \end{cases}
\end{align*}
$$

One can see that $E^w$ is a sequence of $(\text{when } W)$ and $(\text{watch } W)$ statements. The rule for thread creation is as follows:

$$
(E, E) \xrightarrow{\ell} \ell[S, E, E[[\text{thread } V]]^t \cdot T, P] \rightarrow \ell[S, E, E[[\ell]]^t \cdot T \cdot E^w[[V]]^w, P]
$$

Notice that the newly created thread is put at the end of the queue, and therefore it cannot prevent the existing threads to execute, since the thread queue is scanned from left to right by the scheduler.

The \textbf{agent} function also creates threads, but with a different semantics. It is intended to have as argument a function of an agent name, say $\lambda x.N$. Then $(\text{agent } \lambda x.N)$ creates a new agent name, returned as a value, and a new thread, the body of which is $N$ where $x$ is instantiated by the created agent name. Unlike with threads created by \textbf{thread}, the control exercised by the creating context is not transferred on the created agent. The idea is that a thread, created by \textbf{thread}, is intended to cooperate with its creation context in the achievement of some task, while an agent is thought of as detached from a main task, and is intended to move (maybe just to escape from abortion of the main task). The rule is:

$$
(E, E) \xrightarrow{\ell} \ell.u \text{ fresh} \Rightarrow \ell[S, E, E[[\text{agent } V]]^t \cdot T, P] \rightarrow \ell[S, E, E[\ell.u]^t \cdot T \cdot (V \ell.u)^{L.u}, P]
$$

As one can see, the created name $\ell.u$ is known from both the creating context, and the agent itself. This name could be used to control the behaviour of the agent in various ways. We could for instance have primitive constructs to kill, or \textbf{resume/suspend} the execution of an agent. In this paper, the only construction of this kind we consider is the statement causing the migration of an agent. When we have to execute a $(\text{migrate to } \ell')t$ instruction, where $\ell'$ is a node name and $t$ is a thread name (it should be guaranteed by typing that $\text{migrate to }$ only applies to such values), we look in the thread queue for a component named $t$, and put it, with destination $\ell'$, in the set of emigrating agents:

$$
(E, E) \xrightarrow{\ell} \ell[S, E, E[[\text{migrate to } \ell']t]^r \cdot T, P] \rightarrow \ell[S, E, T'^r \cdot T''', P \cup \{(to \ell')N^t\}]
$$
(There is also a rule in the case where the agent is not there, which is omitted.) If \( t = r \), we have \( N = \mathbf{E}[\emptyset] \), and we say that the migration is subjective, since it is performed by the agent itself. Otherwise, that is if the migration instruction is exercised by another thread, we say that the migration is objective. We also observe that (subjective) migration in our model may be qualified as “strong mobility” [13], since the “control stack”, that is the evaluation context \( \mathbf{E} \) of the migration instruction, is moving (together with the memory of the agent, as we shall see).

The last rule describes what happens at the end of a time slot, which is also the beginning of the next one – we call this the tick transition. One can see that no rule applies if the thread queue only consists of terminated or suspended threads. In this case, that is when \( \neg(S, E, T) \downarrow \), the current slot is terminated, and the computation restarts for a new one, after the following actions have been done:

- The signal environment is reset to the empty set

Note 1. One could also imagine that signals could be emitted from the external environment. In this case, they would be incorporated as input signals for the next slot, but only during the “tick” transition.

- The preemption actions take place. That is, a sub-expression \( ((\text{watch } s) \cdot M) \) (in a non suspensive context) terminates if the signal \( s \) was present in the signal environment at the end of the slot. Otherwise – that is, if \( s \) is absent –, this expression is resumed for the next slot, as well as the when guards.

- The immigrant agents, that is the contents of network packets \( \ell(p) \), are incorporated. In a more realistic language, one should have a buffering mechanism, involving a security check, to receive the asynchronously incoming agents. The contents \( p \) of a packet is a pair \( (S, M^t) \) of a store and a named program. The intuition is that \( M \) is the code of a migrating agent, and \( S \) is its own, local store. Then the code \( M \) is put at the end of the threads queue, and the \( S \) store is added to the one of the host machine (thus possibly activating threads suspended on trying to access an absent reference).

- The emigrant agents, in \( P \), are sent in the outside world. More precisely, an element \( (\text{to } \ell') \cdot N^t \) of \( P \) is transformed into a packet \( \ell'(S', N^t) \) where \( S' \) is the portion of the store that is owned by the agent \( N^t \). This portion is removed from the store of the locality where the tick transition is performed. Notice that a machine waits until it reaches a stable configuration to send the emigrating agents in the network. This is to maintain a coherent view of the store, as far as the presence or absence of references is concerned, during each time slot (notice also that the other threads may modify the store carried by the agent, even after it has been put in the \( P \) part of the configuration).

The precise formulation of the “tick” transition is given in [4].

3 Some Examples

In this section, we examine some examples, to illustrate the expressive power of the constructs of the language. We begin with examples related to the reac-
tive programming primitives. There has been many variations, sometimes just
notational, in the choice of primitives in synchronous, imperative programming.
To obtain a “minimal” language, suited for formal reasoning, we have chosen to
have only two primitives for reactive programming in ULM, one for introducing
suspension, and the other for programming preemption. However, the other con-
structs, functional and imperative, of the language allow us to encode most of
the standard constructs of synchronous/reactive programming. Let us see this
now.

First we notice that our preemption construct (watch s)M exists in some
versions of Esterel [2], where it is written (abort M when s), and also in SL
[6], where it is written (do M kill s). In synchronous programming, there is a
statement, called stop in [6] and pause in [2] (it is not a primitive, but is easily
derived in the language of [3]), which lasts just one instant, that is, in our setting,
which is suspended until the end of the current time slot, and terminates at the
tick transition. To express this in ULM, it is convenient to first introduce a now
construction which, when applied to a thunk, executes it for the current time
slot only, so that (now M) always terminates at the end of the slot, at the latest.
This is easy to code: we just have to preempt the argument of now on a signal
that is immediately emitted:

\[
\text{now} = \text{def } \lambda x (\text{let } s = \text{sig in } (\text{watch }s)(\text{emit }s ; x))
\]

Another useful notation, that exists in Esterel (see [2]) is

\[
\text{await} = \text{def } \lambda s. (\text{when }s)()
\]

Then the pause construct is easily defined, as waiting for an absent signal, for
the current slot only:

\[
\text{pause} = \text{def } (\text{let } s = \text{sig in } \text{(now }\lambda \text{.await }s))
\]

Using a pause statement, a thread suspends itself until the next time slot. We
can also define a statement by which a thread just gives its turn, as if it were
put at the end of the queue. This is easily done by spawning a new thread (thus
put at the end of the queue) that emits a signal on which the “self-suspending”
thread waits:

\[
\text{yield} = \text{def } (\text{let } x = \text{sig in } (\text{thread }\lambda \text{.emit }x) ; \text{await }x)
\]

We can also use the now construct to define a present predicate whose value,
when applied to a signal, is true (assuming that the language is extended with
truth values \texttt{tt} and \texttt{ff}) if the signal is present, and false otherwise. Notice that
since we can only determine that a signal is absent at the end of the current
time slot, the value false can only be returned at the beginning of the next slot.
The code is, using a reference to record the presence or absence of the signal:

\[
\text{present} = \text{def } \lambda s \text{let } r = \text{ref }\texttt{ff}
\]

\[
in \text{(now }\lambda s. (\text{when }s \text{) } r := \texttt{tt} \text{) ; } ?r
\]

In a conditional construct if present \texttt{s then }M \text{ else }N, the code \texttt{M} is started in
the current slot if \texttt{s} is present, and otherwise \texttt{N} is executed at the next one.
To finish with the examples, let us briefly discuss the mobile code aspect of the language. Imagine that we want to send, from a main program at site $\ell$, an agent to a site $\ell'$, with the task of collecting some information there and coming back to communicate this to the sender (like we would do with a proxy for a network reference, for instance). We cannot write this as

\[
\text{let } r = (\text{ref } X) \text{ in } \text{migrate_to } \ell' (\text{agent } \lambda a (\ldots r := Y ; (\text{migrate_to } \ell)a)) ; \ldots ?r \ldots
\]

(which is an example of both objective and subjective migration) for two reasons: after some steps, where $r$ is given a value $\ell.u$, that is an address in the store at site $\ell$ containing the value $X$, and where a name $\ell.v$ is given for $a$, the agent runs at $\ell'$ the code

\[
\ldots \ell.u := Y ; (\text{migrate_to } \ell)\ell.v
\]

Since the address $\ell.u$ is created by an immobile thread, it will always remain in the store at $\ell$, and will never move. Therefore, the agent is blocked in $\ell'$ waiting for the reference $\ell.u$ to be there. On the other hand, the “main thread” at $\ell$ may perform $?\ell.u$, but it will get the value $X$, which is certainly not what is intended. We have to use a signal to synchronize the operations, like with:

\[
\text{let } r = (\text{ref } X) \text{ and } s = \text{sig} \\
\text{in let } \text{write } = \lambda x.r := x ; \text{emit } s \text{ and } \\
\text{read } = \text{await } s ; ?r \\
\text{in } \ldots
\]

writing the body of the agent as:

\[
\ldots \text{let } y = Y \text{ in } (\text{migrate_to } \ell)a ; \text{write } y
\]

One can see that the main thread cannot read a value from the reference $r$ before the signal $s$ has been set as present, which only occurs (provided that $r$ and $s$ are private to the functions $\text{write}$ and $\text{read}$) when a $\text{write}$ operation has occurred. This example shows that mobile computing should be “location aware”, at least at some low level, as envisioned by Cardelli [9]. This example also shows that an object-oriented style of programming would be useful to complement mobile agent programming, to define synchronization and communication structures, such as the one we just introduced in this example, of a signal with a value, that we may call an event. We are currently investigating this.

## 4 Conclusion

In this paper we have introduced a computing model to deal with some new observables arising in a global computing context, and especially the unreliability of resource accesses resulting from the mobility of code. For this purpose, we have used some ideas of synchronous programming, and most notably the idea that the behaviour of a program can be seen as a succession of “instants”, within which a reaction to the suspension of some operations can be elaborated. This is what we need to give a precise meaning to statements like “abort the computation
if it gets suspended for too long, and run $C'$ instead”, that we would like to encode as an algorithmic behaviour.

During the last few years of the last century, a lot of proposals have been made to offer support for mobile code (see for instance the surveys [13,19], and the articles in [20]). As far as I can see none of these proposals addresses the unreliability issue as we did (and most often they lack a clear and precise semantics). Most of these proposals are assuming, like Cardelli’s OBLIQ [7], that a distributed scope abstraction holds, in the sense that the access to a remote resource is transparent, and does not differ, from the programmer’s point of view, from a local access. The JoCaml language for instance [12] is based on this assumption. However, we think that this abstraction can only be maintained in a local network. Indeed, Cardelli later argued in [9] that global computing should be location aware, and should also take into account the fact that in a global context, failures become indistinguishable from long delays. The Sumatra proposal [1] acknowledges the need “to be able to react to changes in resource availability”, a feature which is called “agility”, and is implemented by means of exception handling mechanisms. However, as far as I can see, no precise semantics is given for what is meant by “react quickly to asynchronous events” for instance. That is, a precise notion of time is missing.

Softwares and languages that are based on Linda, such as JAVASPACEs [18], LIME [16] or KLAIM [11], or on the $\pi$-calculus, like the JoCAML language [12] or NOMADICPICT [17], all involve an implicit notion of suspension: waiting for a matching tuple to input in the case of Linda, waiting for a message on an input channel in the case of $\pi$. However, they all lack preemption mechanisms, and a notion of time (indeed, the semantics of these models is usually asynchronous). Summarizing, we can conclude that our proposal appears to be the first (apart from [10]) that addresses, at the programming language level, and with a formal semantics, the issue of reacting to an unreliable computing context. Clearly, a lot of work is to be done to develop this proposal. In the full version of this paper [4], we show how to predict, by a static analysis, that some uses of references may be considered as safe, that is, they do not need testing the presence of the reference. Then, we should extend ULM into a more realistic language, and provide a proof-of-concept implementation. We should also investigate the network communication aspect (network references, RPC for instance), and the dynamic linking of mobile agents, that we did not consider. Last but not least, we should investigate (some of) the (numerous) security issues raised by the mobility of code. (A formal semantics for the mobile code, as the one we designed, is clearly a prerequisite to tackling seriously these issues.) One may have noticed for instance that in our model, a thread may prevent the other components to compute, simply by running forever, without terminating or getting suspended. Clearly, this is not an acceptable behaviour for an incoming agent. We are currently studying means to restrict the agents to always have a cooperative behaviour, in the sense that they only perform, at each time slot, a finite, predictable number of transitions.
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Abstract. A transaction defines a locus of computation that satisfies important concurrency and failure properties; these so-called ACID properties provide strong serialization guarantees that allow us to reason about concurrent and distributed programs in terms of higher-level units of computation (e.g., transactions) rather than lower-level data structures (e.g., mutual-exclusion locks). This paper presents a framework for specifying the semantics of a transactional facility integrated within a host programming language. The TFJ calculus supports nested and multi-threaded transactions. We give a semantics to TFJ that is parameterized by the definition of the transactional mechanism that permits the study of different transaction models.

1 Introduction

The integration of transactional facilities into programming languages has been driven by applications ranging from middleware infrastructure for enterprise applications to runtime support for optimistic concurrency. The concept of transactions is well-known in database systems; the main challenge in associating transactions with programming control structures comes from the mismatch between the concurrency model of the programming language and the concurrency model of the transactional facility. Existing technologies enforce little or no relationship between these models, so that programmers can neither rely on transactions for complete isolation among concurrent threads, nor use concurrent threading to more conveniently program transaction logic.

As a first step towards addressing some of these concerns, we propose a semantic framework in which different transactional mechanisms can be studied and compared formally. Requirements for such a framework are that it be sufficiently expressive to allow the specification of core transactional features, that it provide a way to validate the correctness of the semantics, and that it support features found in realistic programs. We are interested in the impact of design choices on observable behavior (e.g., aborts, deadlocks, livelocks) and on implementation performance (e.g., space and time overhead). Our long-term goal is to leverage this framework to aid in the definition of program analyzes and optimization techniques for transactional languages.
This paper introduces TFJ, or *Transactional Featherweight Java*, an object calculus with syntactic support for transactions. The operational semantics of TFJ is given in terms of a stratified set of rewrite rules parameterized over the meaning of the transactional constructs. This allows us to define a variety of transactional semantics within the same core language. In this paper, we study *nested and multi-threaded* transactions with two different concurrency control models (two-phase locking and versioning). The primary contribution of this paper is a formal characterization and proof of correctness of different transactional models when incorporated into the core language. While there has been significant previous work on devising formal notation and specifications [16,5] to describe transactional properties, we are not aware of other efforts that use operational semantics to study the interplay of concurrency and serializability among different transactional models.

2 The Transactional Featherweight Java Calculus

Transactional Featherweight Java (TFJ) is a new object calculus inspired by the work of Igarashi et al. [14]. TFJ includes threads and the imperative constructs needed to model transactions. In this paper, we focus on a simplified variant of TFJ, that is dynamically typed and in which all classes directly inherit a distinguished `Object` class. We introduce the syntax and semantics of TFJ with an example. Consider the classes given in Fig. 1. Class `Updater` encapsulates an update to an object. Class `Runner` is designed to perform an action within a new thread. Class `Transactor` performs two operations within a transaction. In this example, class `Updater` has two fields, `n` and `v`, and an `update()` method which assigns `v` to `n`'s `val` field. `Runner` has a `run()` method which starts a new thread and invokes a method on its `r` field within that thread. `Transactor` has a `pick()` method which is used to evaluate two expressions in a non-deterministic order; non-determinism is achieved since the order in which arguments are evaluated

```java
class Updater {
    n, v;
    init( n, v) { return (this.n := n; this.v := v; this); }
    update() { return this.n.val := this.v; }
}

class Runner {
    s;
    init( s) { return (this.s := s; this); }
    run() { return spawn this.s.run(); }
}

class Transactor {
    u, r;
    init( r, u) { return (this.u := u; this.r := r; this); }
    pick( u, v) { return v; }
    run() { return (onacid;
        this.pick( this.u.update(), this.r.run(), this.u.n.val);
        commit); }
}
```

Fig. 1. An example TFJ program.
in a method call is unspecified. It also has a run() method which starts a new transaction and invokes update on field u and run() on field r. The keyword onacid marks the beginning of a transaction and commit ends the current transaction (as determined by the last onacid). All objects have an init() method which assigns values to their fields and returns this. Fig. 2 gives a TFJ code fragment making use of the above class definitions. Variable n is bound to a new object of some class Number (whose only feature of interest is that it must have a val field; we further assume the existence of classes One, Two, and Three that define specific numbers). Noop is an initialized Runner object with an uninteresting run method. Objects 11 and 12 are transactors which will be used to initiate nested transaction (12 within 11). Two runner objects will be used to create threads t_1 and t_2.

\[
\begin{align*}
n &:= \text{new} \ \text{Number}(); \\
s1 &:= \text{new} \ \text{Transactor}.\text{init}() (\text{Noop}, \ \text{new} \ \text{Updater}.\text{init}(n, \ \text{new} \ \text{One}())); \\
r1 &:= \text{new} \ \text{Runner}.\text{init}(s1); \\
s2 &:= \text{new} \ \text{Transactor}.\text{init}() (r1, \ \text{new} \ \text{Updater}.\text{init}(n, \ \text{new} \ \text{Two}())); \\
\text{new} \ \text{Runner}.\text{init}(s2).\text{run}(); \\
n.\text{val} &:= \text{new} \ \text{Three}()
\end{align*}
\]

**Fig. 2.** A TFJ code fragment using definition of Fig. 1.

Evaluating the program of Fig. 2 will result in the creation of two threads (t_1 and t_2) and two new transactions (l_1 and l_2). Thread t_1 executes solely within transaction l_1, while t_2 starts executing in l_1, before starting transaction l_2. We assume that there is a default top-level transaction, l_0 and primordial thread t_0. Fig. 3 shows the structure of this computation. The threads in a parent transaction can execute concurrently with threads in nested transactions. A design choice in TFJ is that all threads must join (via a commit) for the entire transaction to commit. Alternatives, such as interrupting threads that are not at a commit point when another thread in the same transaction is ready to commit, or silently committing changes while the thread is running are either programmer unfriendly or counter to the spirit of transactions.

The states in this program are defined completely by the instance of class Number that is threaded through transactions and handed down to Updaters for modi-

---

**Fig. 3.** Threads and transactions in Fig. 2.
The dynamic context of \texttt{onacid} is delimited by \texttt{commit}. Effects performed within the context of \texttt{onacid} are not visible outside the transaction until a \texttt{commit} occurs. Transactions may be nested. When the \texttt{commit} of an inner transaction occurs, its effects are propagated to its parent. Threads may be spawned within
the context of a transaction. The local state of the transaction is visible to all threads which execute within it. Transactions may also execute concurrently. For example, in \texttt{spawn e}, \texttt{e} may be an expression that includes \texttt{onacid} and \texttt{commit}; the transaction created by \texttt{onacid} executes concurrently with the thread executing the \texttt{spawn} operation. A process term \texttt{P} can be either the empty process \texttt{0}, the parallel composition of process \texttt{P | P} or a thread \texttt{t} running expression \texttt{e}, denoted \texttt{t[e]}.

Note that the language does not provide an explicit \texttt{abort} operation. Transactions may abort \textit{implicitly} because serialization invariants are violated. Our semantics expresses implicit aborts both in the definition of \texttt{commit} and in the treatment of read and write operations that would otherwise expose violations of necessary serializability invariants. Implicit aborts are tantamount to stuck states.

### 2.2 Reduction

The dynamic semantics of our language shown in Figs. 4 and 5 is given by a two-level set of rewrite rules. The computational core of the language is defined by a reduction relation of the form \( \mathcal{E} \ e \xrightarrow{\alpha} \mathcal{E}' \ e' \). Here \( \mathcal{E} \) is an environment containing bindings from references to objects (\( v \mapsto \mathcal{C}(\overline{v}) \)), \( e \) is an expression and the action label \( \alpha \) determines which reduction was picked. Action labels for the computational core are selected from the set \{\texttt{rd}, \texttt{wr}, \texttt{xt}\}, respectively read, write and extend. In addition to specifying the action on whose behalf a particular reduction is taken, we also specify the action’s effects; for example, we write \texttt{wr vv} to denote an action with label \texttt{wr} which has effect on locations \( v \) and \( v' \). A read action affects the location being read, a write action has an effect on both the location being written and the location whose value it reads, and an extend operation has an effect on the newly created location.

A second reduction relation \( \xrightarrow{\alpha}_t \) defines operations over the entire program and has the form \( \Gamma \ P \xrightarrow{\alpha}_t \Gamma' \ P' \) where \( \Gamma \) is a program state composed of a sequence of thread environments \( \mathcal{T}, \mathcal{E} \) where each \( \mathcal{T}, \mathcal{E} \) pair represents the association of a thread to its environment. The action label \( \alpha \) can be one of the computational core labels or one of \{\texttt{sp}, \texttt{ac}, \texttt{co}, \texttt{ki}\} for, respectively, spawn, onacid, commit, or kill.

The metavariable \( \mathcal{I} \) ranges over transaction names, sequences of transaction names are used to represent the nesting structure. The transaction label \( \mathcal{I} \) identifies the transaction on whose behalf the reduction step was performed. As usual, \( \xrightarrow{\alpha}_t \ast \) denotes the reflexive and transitive closure of the global reduction relation. The congruence rules given in Figure 5 are straightforward.

We work up to congruence of processes (\( P | P' \equiv P' | P \) and \( P | 0 \equiv P \)). Congruence over expressions is defined in terms of evaluation contexts, \( E[\bullet] \). The relations \( \Downarrow_{\texttt{spawn}}, \Downarrow_{\texttt{onacid}} \) and \( \Downarrow_{\texttt{commit}} \) are used to extract nested expressions out of a context. The other definitions are similar to those used in the specification of FJ.
Syntax:

\[
P ::= 0 \mid P \parallel P \mid t[e] \\
L ::= \text{class } C \{ \overline{T}; R \} \\
M ::= m(\overline{x}) \{ \text{return } e; \} \\
e ::= x \mid \text{this} \mid v \mid e.f \mid e.m(\overline{e}) \mid e.f := e \mid \text{new } C() \parallel \text{spawn } e \parallel \text{onacid} \parallel \text{commit} \parallel \text{null}
\]

Local Computation:

\[
\begin{align*}
E', C(\overline{u}) &= \text{read}(v, E) & \text{fields}(C) &= (\overline{T}) \\
E \cdot v.f_i &\rightarrow_v E' \cdot u_i
\end{align*}
\]

(R-FIELD)

\[
\begin{align*}
E', C(\overline{v}) &= \text{read}(v, E) & E'' &= \text{write}(v \rightarrow C(\overline{v})\overline{v'}, E') \\
E \cdot v.f_i &:= v' & E'' \cdot v &\rightarrow_v E' \cdot v'
\end{align*}
\]

(R-ASSIGN)

\[
\begin{align*}
E', C(\overline{v}) &= \text{read}(v, E) & \text{mbody}(m, C_0) &= (\overline{x}, e) \\
E \cdot v.m(\overline{v}) &\rightarrow_v E' \cdot [\overline{v} / \overline{x}, v / \text{this}] e
\end{align*}
\]

(R-INVK)

\[
\begin{align*}
v &\text{ fresh } & E' &= \text{extend}(v \rightarrow C(\overline{\text{null}}), E) \\
E &\text{ new } C() &\rightarrow v & E' \cdot v
\end{align*}
\]

(R-NEW)

Global Computation:

\[
\begin{align*}
P &= P'' \mid t[e] \\
E &\rightarrow \in \operatorname{reflect}(t, E', \Gamma'') & \ell(t, \Gamma) &= \overline{\Gamma}
\end{align*}
\]

(G-PLAIN)

\[
\begin{align*}
P &= P'' \mid t[e] \\
e &\parallel \text{spawn } e', E'' & P' &= P'' \mid t[e'] \mid t'[e''] \\
t &\text{ fresh } & \Gamma' &= \text{spawn}(t, t', \Gamma) & \ell(t, \Gamma) &= \overline{\Gamma}
\end{align*}
\]

(G-SPAWN)

\[
\begin{align*}
P &= P'' \mid t[e] \\
e &\parallel \text{onacid } e' & P' &= P'' \mid t[e'] \\
1 &\text{ fresh } & \Gamma' &= \text{start}(1, t, \Gamma) & \ell(t, \Gamma) &= \overline{\Gamma}
\end{align*}
\]

(G-TRANS)

\[
\begin{align*}
P &= P'' \mid t[e] \\
E &\parallel \text{commit } \overline{e}' & P' &= P'' \mid t[e'] \\
\overline{\Gamma} &= \text{intrans}e(1, \Gamma)
\end{align*}
\]

(G-COMM)

\[
\begin{align*}
P &= P'' \mid t[e] \\
\overline{\Gamma} &= t_0 \cdot E \cdot \Gamma'' & \Gamma' &= \text{commit}(\overline{\Gamma}, E, \Gamma) & \ell(t', \Gamma) &= \overline{\Gamma}
\end{align*}
\]

(G-THKILL)

Fig. 4. TFJ Syntax and Semantics.

returns the list of all fields of a class including inherited ones. \text{mbody} returns the body of the method in a given class.

Let \( E \) be an environment of the form \( 1_0: \rho_0 \ldots 1_n: \rho_n \), then \( \ell(E) \) extracts the order transaction label sequence, \( \ell(E) = 1_0 \ldots 1_n \) if \( \Gamma = t, E \cdot \Gamma' \) and \( \ell(t, (t, E \cdot \Gamma)) = \ell(E) \). The auxiliary function \( \text{last}(v, \rho) \) is defined to return a one element sequence
containing the last value referenced by v in the sequence of bindings ρ or the empty sequence if there is no binding for v. It is defined inductively to return <⟩ if ρ = <⟩, C(ρ) if ρ = ρ′ . v → C(ρ) and last(v, ρ′) if ρ = vρ′ . v′ → C(ρ) and v ≠ v′. The function first(v, ρ) is similar but returns the first binding for v in the sequence. Finally, findlast(v, E) finds the last binding for v in environment E.

There are four computational core reduction rules shown in in Fig. 4. (R-FIELD) evaluates a field access expression. (R-ASSIGN) evaluates an assignment expression. (R-INVK) evaluates a method invocation expression and (R-NEW) evaluates an object instantiation expression. Notice that TFJ has a by-value semantics which requires that arguments be fully evaluated before performing method invocations or field access. These rules are complemented by five global reduction rules. (G-PLAIN) corresponds to a step of computation, (G-SPAWN) corresponds to a thread creation, (G-TRANS) corresponds to the start of a new transaction, (G-COMM) corresponds to the commit of a transaction, and (G-ThKILL) is a reclamation rule for threads in normal form. Most of the rules are straightforward. G-PLAIN makes use of a reflect operation that must propagate the action performed to other threads executing within this transaction; its specification is dependent on the particular transactional semantics adopted. Notice that (G-COMM) requires that, if some thread t running in transaction Π is ready to commit, all other threads executing in that transaction be ready to commit. The auxiliary predicate intranse(1, Γ) given in Fig. 5 returns the set of threads that currently have the transaction label Π. Note that if there is any thread running in a nested transaction (e.g., has label Π′, for some 1′), intranse(Π, Γ) will return the empty sequence as nested transactions must commit before their parent transaction. The (G-ThKILL) rule takes care of removing threads that have terminated, to prevent blocking a transaction (terminated threads are not ready

---

**Fig. 5.** Auxiliary definitions
to commit). Note also that \( \Gamma = t_0, \mathcal{E} \). \( \Gamma'' \) is used to extract the environment of one of the threads in \( \mathcal{T} \). Since all threads in \( \mathcal{T} \) execute in the same transaction all of their environments \( \bar{\mathcal{E}} \) are identical.

The dynamic semantics leaves open the specification of a number of operations. In particular, the definitions of read, write, spawn, extend, reflect, start, and join are left unspecified. A particular incarnation of a transactional semantics must provide a specification for these operations.

3 Versioning Semantics

In Fig. 6 we define an instantiation of TFJ in which transactions implement sequences of object versions. The versioning semantics extends the notion of transactional environments to be an ordered sequence of pairs, each pair consisting of a transaction label and an environment. The intuition is that every transaction operates using a private log; these logs are treated as sequences of pairs, bindings a reference to its value. A log thus records effects that occur while executing within the transaction. A given reference may have different binding values in different logs. If \( \mathcal{E} = 1_1; \rho_1 \cdot 1_2; \rho_2 \) then a thread \( t \) executing with respect to this transaction environment is evaluating expressions whose effects are recorded in log \( \rho_2 \) and which are part of the dynamic context of an onacid command with label \( 1_2 \). If \( 1_2 \) successfully commits, bindings in \( \rho_2 \) are merged with those in \( \rho_1 \). Once \( 1_2 \) commits, subsequent expressions evaluated by \( t \) occur within the dynamic context of an onacid command with label \( 1_1 \); effects performed by these expressions are recorded in environment \( \rho_1 \).

Thus, a transaction environment in a versioning semantics defines a chain of nested transactions: every \( 1; \rho \) element in \( \mathcal{E} \) is related to its predecessor in the sequence defined by \( \mathcal{E} \) under an obvious static nesting relationship. A locus of computation can be therefore uniquely denoted by a thread \( t \) and the transaction label sequence \( \bar{T} \) in which \( t \) is executing.

When a new thread is created (cf. spawn), the global state is augmented to include the new thread; evaluation of this thread occurs in a transaction environment inherited from its parent. In other words, a spawned thread begins evaluation in the environment of its parent extant at the point where the thread was created.

When a thread enters a new transaction (cf. start), a new transaction environment is added to its state. This environment is represented as a pair consisting of a label denoting the transaction, and a log used to hold bindings for objects manipulated within the transaction. Initially, the newly created transaction is bound to an empty log.

The essence of the versioning semantics is captured by the read, write, and commit operations. If a read operation on reference \( v \) occurs within transaction \( 1 \), the last value for \( v \) in the log is returned via the auxiliary procedure findlast,
and the log associated with 1 is augmented to include this binding. Thus, the first read operation for reference v within transaction 1 will bind a value for v computed by examining the logs of 1’s enclosing transactions, choosing the binding value found in the one closest to 1. Subsequent reads of v made within 1 will find a binding value within 1’s log. Thus, this semantics ensures an isolation property on reads: once an object is read within transaction 1, effects on that object performed within other transactions are not visible until 1 attempts to commit its changes.

The write operation is defined similarly. Note that write augments the log of the current transaction with two bindings, one binding the reference to its value

\[
\begin{align*}
\mathcal{E} &= \mathcal{E}' \cdot 1: \rho \quad \text{findlast}(v, \mathcal{E}) = C(\pi) \\
\mathcal{E}'' &= \mathcal{E}' \cdot 1: (\rho \cdot v \mapsto C(\pi)) \\
\text{read}(v, \mathcal{E}) &= C(\pi), \mathcal{E}'' \\
\mathcal{E} &= \mathcal{E}' \cdot 1: \rho \quad \text{findlast}(v, \mathcal{E}) = D(\pi) \\
\mathcal{E}'' &= \mathcal{E}' \cdot 1: (\rho \cdot v \mapsto D(\pi) \cdot v \mapsto C(\pi)) \\
\text{write}(v \mapsto C(\pi), \mathcal{E}) &= \mathcal{E}''
\end{align*}
\]

\[
\begin{align*}
\mathcal{E} &= \mathcal{E}' \cdot 1: \rho \\
\mathcal{E}'' &= \mathcal{E}' \cdot 1: (\rho \cdot x \mapsto C(\pi)) \\
\text{extend}(v \mapsto C(\pi), \mathcal{E}) &= \mathcal{E}''
\end{align*}
\]

\[
\begin{align*}
\Gamma &= t, \mathcal{E}, \Gamma' \\
\text{spawn}(t, v', \Gamma) &= \Gamma'' \\
\text{reflect}(t, \mathcal{E}, \{\}) &= \{\} \\
\text{commit}(t, \mathcal{E}, \Gamma) &= \Gamma''
\end{align*}
\]

\[
\begin{align*}
\mathcal{E} &= \mathcal{E}' \cdot 1: \rho \quad \text{readset}(\rho, \{\}) = \rho' \\
\text{writeset}(\rho, \{\}) &= \rho'' \quad \text{check}(\rho', \mathcal{E}') \\
\mathcal{E}' &= \mathcal{E}'' \cdot 1: \rho''', \rho'' \\
\text{reflect}(t, (\mathcal{E}''. \cdot 1: \rho'''', \rho''), \Gamma) &= \Gamma''
\end{align*}
\]

\[
\begin{align*}
\mathcal{E} &= 1: \rho \quad \text{copy}(\mathcal{E}, \mathcal{E}') = 1: \rho''', \mathcal{E}''', \mathcal{E}'''' \\
\text{check}(\{\}, \mathcal{E}) &= \text{findlast}(v, \mathcal{E}) = C(\pi) \\
\text{check}(\rho \cdot v \mapsto C(\pi), \mathcal{E})
\end{align*}
\]

Mod sets:

\[
\begin{align*}
\rho &= u \mapsto C(\pi) \cdot \rho'' \\
\text{readset}(\rho'', \mathcal{E}) &= \rho'
\end{align*}
\]

\[
\begin{align*}
\rho &= u \mapsto C(\pi) \\
\text{readset}(\rho'', \mathcal{E}) &= \rho'
\end{align*}
\]

\[
\begin{align*}
\rho &= v \mapsto C(\pi) \cdot \rho'' \\
\text{writeset}(\rho'', \rho') &= \rho'''
\end{align*}
\]

\[
\begin{align*}
\rho &= v \mapsto C(\pi) \\
\text{writeset}(\rho', \rho') &= \rho''
\end{align*}
\]

\[
\begin{align*}
\text{write}(\rho, \rho') &= u \mapsto D(\pi) \cdot \rho'''
\end{align*}
\]

Fig. 6. Versioning semantics
prior to the assignment, and the other reflecting the effect of the assignment. The former binding is needed to guarantee transactional consistency. Consider a write to a reference v in transaction 1 which has not yet been read or written in 1. The effects of this write can be made visible when 1 attempts to commit only if no other transaction has committed modifications to v in the interim between the time where the write occurred, and 1 attempts to commit. If this invariant were violated, the desired serialization semantics on transaction would fail to hold. The extend operation inserts a new binding in the current transaction’s log; since the reference being bound is fresh, there is no existing binding in the parent transaction against which to check consistency upon commit.

The commit operation is responsible for committing a transaction. In our versioning semantics, a commit results in bindings for objects written within a transaction’s log to be propagated to its parent. In order for a commit of transaction 1 to succeed, it must be the case that the binding value of every reference read or written in 1 must be the same as its current value in 1’s parent transaction. Satisfaction of this condition implies the absence of a data race between 1 and its parent or siblings. The reflect operation defined in commit makes visible the effects of 1 in all threads executing in 1’s parent transaction; when used in a transaction-local action, it propagates the effects of the action to other threads executing within this same transaction.

The versioning semantics defined here is akin to an optimistic concurrency protocol in which the validity of reads and writes of references performed within a transaction 1 is determined by the absence of modifications to those references in transactions which commit between the time the first read or write of the reference takes place in 1 and the time 1 commits. For example, consider transaction 11 that commits v1, transaction 12 that commits v2 and transaction 1 that accesses both v1 and v2; a valid serialization of these transactions would commit 11 prior to the first access of v1 in 12, and would commit 12 prior to the first access of v2 in 1. Provided 12 does not modify v1, no atomicity or consistency invariants on these transactions would be violated.

4 Strict Two-Phase Locking

With slight alteration, the versioning semantics can be modified to support a two-phase locking protocol. The semantics presented below is faithful to a two-phase locking protocol in which locks are first acquired on objects before the objects can be accessed, and released only when commit actions occur. The modifications necessary are shown in Fig. 7. The primary change is in the definition of reflect. In the versioning semantics, and in the global reduction rules, the reflect operator is used to propagate changes performed in one thread to all other threads executing within the same transaction; it is also used in the definition of commit to propagate updates to a parent transaction to all threads that execute within it.
To support two-phase locking, we exploit this functionality to allow transaction environments to reflect object ownership. We define a unique transaction environment $E_L$ containing a unique log $\rho_L; \rho_L(v)$ maps $v$ to the transaction label sequence which identifies the transaction that currently has exclusive access to $v$. If $\mathbf{I} = 1_1, 1_2, \ldots 1_n$ is such a sequence, and a thread $t$ executing within $1_n$ attempts to read or write reference $v$, it must first acquire $v$’s lock. A lock is acquired using setlock. A lock of an object can be acquired if (a) the transaction in which the action occurs is a child of the current owner, or (b) the lock is currently owned by the child, and needs to be propagated to the parent. The first condition arises for non-commit actions; in this case the transaction attempting to acquire the lock $1$ is the same as the transaction in which the setlock is executed. The second condition arises on commit actions; in this case $1$ is the transaction of the parent to whom ownership of all locks owned by the child $1_t$ must be transferred. Thus, locks are reset on a commit: when a commit occurs, lock ownership is changed from $1$ to $1$’s parent.

We distinguish between read and write operations and commit operations in the definition of reflect and setlock by observing that, in the former case, the transaction label sequence of the transaction performing the reflect is the same as the label sequence of the transaction in which the locks are to be acquired (i.e., $\ell(E) = \ell(E_t)$); in the latter case, the reflect operation is invoked by commit, and thus $E$ is the parent transaction of $E_t$, the transaction being committed. Recall that the definition of commit in Fig. 6 updates the transaction environment by propagating changes performed by the committing transaction to its parent.

5 Soundness

Proving the soundness of a particular transactional facility requires relating it to desired serialization characteristics that dictate a transaction’s ACID properties. For any abort-free program trace there must be a corresponding trace in which the transactions executed serially, i.e. all concurrent transactions execute atomically wrt one another. The key idea is that we should be able to

$$
\begin{align*}
E_L = 1; \rho_L & \quad \rho = v \mapsto \mathcal{C}(\mathcal{I}) \cdot \rho' \\
(\mathbf{I} < \mathbf{I} \land \mathbf{I} = \mathbf{I}_t) & \lor (\mathbf{I}_t = \mathbf{I} \cdot 1) \\
\mathbf{E}_L' = 1; \rho_L' & \quad \rho_L' = v \mapsto \text{Lock}(\mathbf{I}) \cdot \rho_L' \quad \mathbf{E}_L'' = 1; \rho_L'' \\
\text{setlock}(\rho, \mathbf{I}_t, \mathbf{E}_L) & = \mathbf{E}_L'' \\
\Gamma_{\mathbf{E}_L} = t, \mathbf{E}_t \cdot \mathbf{E} \cdot \mathbf{E}_l \cdot \mathbf{E} \cdot \mathbf{I}'' & \quad \text{reflect}(t, \mathbf{E}, \Gamma'') = \Gamma'' \\
\Gamma''' = t', \mathbf{E}' \cdot \mathbf{E} \cdot \mathbf{E} \cdot \mathbf{E} \cdot \mathbf{E}_l \cdot \mathbf{E} \cdot \mathbf{I} \cdot \rho' & \quad \text{readset}(\rho, \langle \rangle) = \rho' \\
\text{setlock}(\rho', \mathbf{E}, \mathbf{E}_l, \mathbf{E}_l) & = \mathbf{E}_l' \quad \text{copy}(\mathbf{E}, \mathbf{E}') = \mathbf{E}'' \\
\text{reflect}(t, \mathbf{E}, \Gamma) & = \Gamma''
\end{align*}
$$

Fig. 7. Lock-based commitment semantics
reorder any abort-free sequence of reduction steps into a sequence that yields the same final state and in which reduction steps taken on behalf of different parallel transactions are not interleaved. We proceed to formalize this intuitive definition.

The height of an environment $\mathcal{E} = \mathcal{E}_0; \rho_0 \ldots \mathcal{E}_n; \rho_n$, written $|\mathcal{E}|$, is $n$. For a state $\Gamma$, $\text{max}(\Gamma)$ returns a thread environment $t, \mathcal{E}$ such that $\mathcal{E}$ is the environment with the largest height $|\mathcal{E}|$ in $\Gamma$. Given a transition $P \Gamma \xrightarrow{\alpha} t P' \Gamma'$, we say that the corresponding action, written $A$ is $(\alpha, t, t(\mathcal{E}))$.

**Definition 1 (Well-defined).** Let $\Gamma = (t, \mathcal{E})$ be a pair of actions such that $A_{\mathcal{E}}$ is well-defined if $\Gamma'$ is also well-defined and for $\mathcal{E} = \mathcal{E}_0; \rho_0 \ldots \mathcal{E}_n; \rho_n$, we have $\text{first}(\rho_j, v) = \text{last}(\rho_j, v)$ if $2 \leq j \leq n$, and $v \in \text{Dom}(\rho_{j-1}) \cap \text{Dom}(\rho_j)$.

To define soundness properties, we introduce the notion of control and data dependencies. A dependency defines a relation on actions which can be used to impose structure of transition sequences. In other words, a well-defined transition sequence will be one in which action dependencies are not violated, and thus define safe serial orderings.

**Definition 2 (Control Dependency).** Define a preorder $\xrightarrow{\tau}$ on actions such that $A_1 \xrightarrow{\tau} A_2$ (read $A_1$ is control-dependent on $A_2$) if the following holds:
1. $A_1 = (\alpha, t, \mathcal{I})$ and $A_2 = (spt, t', \mathcal{I})$.
2. $A_1 = (co, t, \mathcal{I})$ and $A_2 = (\alpha, t', \mathcal{I}')$ where $\alpha \in \{rd, wr, xt\}$ and $\mathcal{I}' < \mathcal{I}$.
3. $A_1 = (\alpha, t, \mathcal{I})$ and $A_2 = (ac, t', \mathcal{I}')$ where $\mathcal{I}' < \mathcal{I}$.

**Definition 3 (Data Dependency).** Define a preorder $\xrightarrow{d}$ on actions such that $A_1 \xrightarrow{d} A_2$ (read $A_1$ is data-dependent on $A_2$) the if $A_1$ is either $(rdv, t, \mathcal{I})$, $(wrvv', t, \mathcal{I})$, or $(wrvv, t, \mathcal{I})$, and $A_2$ is either $(wrvv'', t', \mathcal{I}')$, or $(xtv, t', \mathcal{I}')$, with $\mathcal{I}' < \mathcal{I}$.

The key property for our soundness result is the permutation lemma which describes the conditions under which two reduction steps can be permuted. Let $A$ and $A'$ be a pair of actions which are not related under a control or data dependency. We write $A \xrightarrow{\tau} A'$ and $A \xrightarrow{s} A'$ to mean action $A$ has, respectively, no $c$-dependence or $d$-dependence on $A'$.

**Definition 4 (Independence).** Actions $A$ and $A'$ are independent if $A \xrightarrow{\tau} A'$ and $A \xrightarrow{s} A'$.

**Lemma 1 (Permute).** Assume that $\Gamma$ and $\Gamma''$ are well-defined, and let $R$ be the two-step sequence of reductions $P \Gamma \xrightarrow{\alpha} t P_0 \Gamma_0 \xrightarrow{s''} P' \Gamma'$. If $A$ and $A'$ are independent then there exists a two-step sequence $R'$ such that $R'$ is $P \Gamma \xrightarrow{\alpha'} t P_1 \Gamma_1 \xrightarrow{s'} P' \Gamma'$. 

Theorem 1 (Soundness). Let $R$ be the sequence of reductions $P_0 \Gamma_0 \xrightarrow{\alpha_0} t_0 \ldots P_n \Gamma_n \xrightarrow{\alpha_n} t_n \Gamma_{n+1}$. The trace of the reduction sequence $R$, written $tr(R)$, is $(\alpha_0, t_0, \Gamma_0) \ldots (\alpha_n, t_n, \Gamma_0)$ assuming that $\Gamma_i = \ell(t_i, \Gamma_i)$ for $0 \leq i \leq n$.

A program trace is serial if for all pairs of reduction steps with the same transaction label ($\Gamma$), all reductions occurring between the two steps are taken on behalf of that very transaction or nested transactions ($\Gamma \triangleleft \Gamma'$).

Definition 5 (Program Trace). Let $R$ be the sequence of reductions $P_0 \Gamma_0 \xrightarrow{\alpha_0} t_0 \ldots P_n \Gamma_n \xrightarrow{\alpha_n} t_n \Gamma_{n+1}$. The trace of the reduction sequence $R$, written $tr(R)$, is $(\alpha_0, t_0, \Gamma_0) \ldots (\alpha_n, t_n, \Gamma_0)$ assuming that $\Gamma_i = \ell(t_i, \Gamma_i)$ for $0 \leq i \leq n$.

6 Related Work

The association of transactions with programming control structures has provenance in systems such as Argus [17,15,18], Camelot [10] Avalon/C++ [9] and Venari/ML [13], and has also been studied for variants of Java, notably by Garthwaite [11] and Daynes [6,7,8]. There is a large body of work that explores the formal specification of various flavors of transactions [16,5,12]. However, these efforts do not explore the semantics of transactions when integrated into a high-level programming language. Most closely related to our goals is the work of Black et. al. [1] and Choithia and Duggan [4]. Choithia and Duggan present an extension of the pi-calculus that supports various abstractions for distributed transactions and optimistic concurrency. Their work is related to other efforts [3,2] that encode transaction-style semantics into the pi-calculus and its variants. Our work is distinguished from these efforts in that it provides a simple operational characterization and proof of correctness of transactions that can be used to explore different trade-offs when designing a transaction facility for incorporation into a language.

7 Conclusions

This paper presented a semantic framework for specifying nested and mulithreaded transactions. The TFJ calculus is an object calculus which supports nested and multi-threaded transactions and enjoys a semantics parameterized by the definition of the transactional facility. We have proven a general
soundness theorem that relates the semantics of TFJ to a serializability property, and have defined two instantiations: a versioning-based optimistic model, and a pessimistic two-phase locking protocol. In future work we plan to address typing issues as well as static analysis techniques for optimized implementations of transactional languages. Furthermore we plan to investigate higher-order transactions.
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Abstract. We are presenting a semantic analysis of Reynolds’s specification logic of Idealized Algol using the parametric operational techniques developed by Pitts. We hope that this more elementary account will make the insights of Tennent and O’Hearn, originally formulated in a functor-category denotational semantics, more accessible to a wider audience. The operational model makes clearer the special nature of term equivalence in the logical setting, identifies some problems in the previous interpretation of negation and also proves the soundness of two new axioms of specification logic. Using the model we show that even a very restricted fragment of specification logic is undecidable.

1 Introduction

The specification logic of Idealized Algol (IA) [1,2] is perhaps the best attempt to extend Hoare-style programming logic to a language with procedures. It is quite general and its usability has been clearly demonstrated. The semantics initially proposed by Reynolds is classical, with models of specifications consisting of environments of meanings for its free identifiers (universal specifications). Subsequently, Reynolds realized that making specifications stateful, i.e. including both environment and state in the model, would lead to more powerful and more useful programming axioms.

The soundness of specification logic with stateful specifications has been the object of important semantic research. Tennent [3] had the first insight that this logic is intuitionistic and requires a Kripke-style possible worlds model, with sets of states as worlds. The principal semantic innovation of his approach was the restriction of the behaviour of IA commands so that no states outside of the current world are visited in the course of the command’s execution. The way this restriction is imposed mathematically in the denotational setting is quite striking, based on the functor-categorical construction initially developed by Reynolds and Oles as a denotational model for IA [4,5]. This mathematical construction is remarkable because the restriction it imposes is prima facie incompatible with denotational semantics, which is extensional rather than intensional; in addition, the semantic model of the specification logic connects seamlessly with that of the programming language. This semantic model was
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further refined by Tennent and O’Hearn, allowing the validation of several new axioms [6].

The semantic ideas of the research mentioned before carried over into further work on the semantics of IA, leading to several improved models. Much of this work is collected in [7]. One trait this line of research shares is the technical reliance on the functor-categorical construction of Reynolds and Oles. The presentation therefore demands a rather high level of mathematical sophistication from the reader. In addition, the denotational model of IA it leads to is not fully abstract, which is, to some extent, unsatisfactory. In an operational model, this issue would not arise.

A more elementary account of the semantic properties of IA, profoundly inspired by its denotational model, is given by Pitts, using parametric operational techniques [8]. The mathematical apparatus of this model is elementary, yet the model is powerful enough to prove many non-trivial properties of IA. In this paper we further develop Pitts’s model to deal with specification logic. This should make the interesting ideas used to prove the soundness of specification logic more accessible in the same way as Pitts’s work made accessible the semantic properties of the programming language. To illustrate the usefulness of the model we prove two additional new axioms of specification logic. One of the axioms has been proposed before by O’Hearn [9], but without a soundness proof. The other axiom is interesting because it relates Hoare triples and equivalence.

Although IA is not a programming language used in practice, it has been an influential prototypical language. In fact it is not far from Haskell with state monadic extensions [10]. A better understanding of IA’s specification logic should help with the design of a similar logic for Haskell.

Finally, using the operational model of specification logic we show that even the very restricted fragment of specification logic consisting of first-order recursion-free boolean Algol with first-order quantifiers and without term equivalence is not decidable. This is despite the fact that observational equivalence of IA terms of first [11] and second [12] order IA is decidable.

Contributions. We present a new model for the specification logic of IA, based on the operational semantics of the language. Compared to the previous models, based on the denotational semantics of IA, ours is mathematically elementary and it does not suffer from a lack of full-abstraction. Two new axioms are added to the logic, and the special nature of equivalence and negation is better explained. We conclude by giving an undecidability result about a restricted fragment of specification logic.

2 Operational Semantics of IA

In this section we briefly present Pitts’s parametric operational model of IA [8].

IA is simply-typed lambda calculus over booleans, integers, variables, expressions and commands. Variables, storing integers, form the state while commands can change the state. In addition to abstraction ($\lambda x : \sigma. M$) and application ($FA$), other terms of the language are conditionals, uniformly applied to any
\[
\begin{align*}
\text{where } R &:= \mathit{tt} | \mathit{ff} | v \mid n \mid \mathbf{skip} \mid \lambda x : \sigma. M \\
W &\vdash s; R \Downarrow_{\sigma} s; R \\
W &\vdash s; B \Downarrow_{\mathit{bool}} s'; b \\
W &\vdash s'; M_b \Downarrow_{\sigma} s''; R \\
W &\vdash s; (\text{if } B \text{ then } M_{\mathit{if}} \text{ else } M_{\mathit{if}}) \Downarrow_{\sigma} s''; R \\
W &\vdash s; \text{if } s' \text{ then } N_1 \Downarrow_{\mathit{int}} s'; n_1 \\
W &\vdash s'; \text{if } s' \text{ then } N_2 \Downarrow_{\mathit{int}} s''; n_2 \\
W &\vdash s; (N_1 \oplus N_2) \Downarrow_{\mathit{int}} s'\prime; n \\
W &\vdash s; \text{fix } x : \sigma. M \Downarrow_{\sigma} s'; R \\
W &\vdash s; V \Downarrow_{\mathit{var}} s'\prime; v \\
W &\vdash s; V \Downarrow_{\mathit{int}} s'\prime; n \\
W &\vdash s; V := N \Downarrow_{\mathit{comm}} (s'\prime | v \mapsto n) \Downarrow \mathbf{skip} \\
W &\vdash s; C \Downarrow_{\mathit{comm}} s'\prime; \mathbf{skip} \\
W &\vdash s; (C; C') \Downarrow_{\mathit{comm}} s''; \mathbf{skip} \\
W &\vdash s; (\text{new } x := N \mathbf{in} C) \Downarrow_{\mathit{comm}} s''; \mathbf{skip}
\end{align*}
\]

**Fig. 1.** IA evaluation relation

...type, (if \(B\) then \(M\) else \(N\)), fix-point recursion (fix \(x : \sigma. M\)), constants (integers, booleans) and arithmetic-logic operators (\(M \ast N\); we also have command-type terms which are the standard imperative operators: dereferencing (explicit in the syntax, \(!\)), assignment (\(V := N\)), sequencing (\(C; C'\)), no-op (\(\mathbf{skip}\)) and local variable block (new \(x := N \mathbf{in} C\)).

Let \(\Gamma\) be a function from identifiers to types. We write \(\Gamma \vdash M : \sigma\) to indicate that term \(M\) has type \(\sigma\) and (typed) free identifiers in \(\Gamma\).

The terms for abstraction, fix-point and local-variable block are identifier binders; IA terms are identified up to \(\alpha\)-conversion. For any term \(M\) we denote the set of free identifiers and their type assignment \(\text{fi}(M)\). By \(\text{IA}_\sigma(w) = \{M : \sigma \mid \text{fi}(M) = \emptyset \text{ and } \text{gv}(M) \subseteq w\}\), we denote the set of closed IA terms of type \(\sigma\) with global variables in the set \(w\).

The operational semantics of IA is defined inductively on the syntax of terms by an evaluation relation of the form \(w \vdash s; M \Downarrow_{\sigma} s'\prime; R\). We call the set of global variables \(w\) the world, with terms \(M, R \in \text{IA}_\sigma(w)\) and states \(s, s' \in \text{States}(w) = \{f \mid f : w \rightarrow \mathbb{N}\}\). The interpretation of the rules is the following: term \(M\) executed in state \(s\) evaluates to term \(R\) (called a canonical form) and changes the state to \(s'\). The evaluation relation is defined in Fig. 1.

The following notations are used: \(wv\) denotes the set \(w\) with a new element \(v\) added; \(s \otimes (v \mapsto n) \in \text{States}(wv)\) denotes the state properly extending \(s\) by mapping \(v\) to \(n\); \((s \mid v \mapsto n)\) denotes the state mapping \(v\) to \(n\) and otherwise acting like \(s\). This notation is generalized to \(s \otimes s' \in \text{States}(wv')\), \(w \cap w' = \emptyset\), in the obvious way.

The evaluation rules are more general than really necessary. It is straightforward to show that the evaluation of non-command terms does not change the state. Conversely, command terms can only evaluate to \(\mathbf{skip}\). Therefore, the
evaluation relation can be abbreviated to $w \vdash s; M \downarrow_{\sigma} R$ if $\sigma \neq \text{comm}$ and to $w \vdash s; C \downarrow s'$, if $C : \text{comm}$. If $w \vdash s; M \downarrow_{\sigma} s'; R$ does not hold for any $R$ and $s'$ we write $w \vdash s; M \uparrow_{\sigma}$.

A context $C[-\sigma]$ is an IA term in which a sub-term of type $\sigma$ is replaced by a “hole” $-\sigma$. The term resulting from filling the hole with term $M : \sigma$ is denoted by $C[M]$. We write $\text{traps}(C[-\sigma])$ for the set of bound identifiers the scope of which includes the hole of $C[-\sigma]$, and their type assignments.

Terms or contexts without free identifiers are called closed. A key distinction is being made between global variables and free identifiers of type $\text{var}$. A closed term may have zero, one or more global variables. This distinction is also logically important because contraction of free identifier preserves equivalence whereas that of global variables does not.

**Definition 1 (Contextual equivalence).** If $M_i : \sigma$, with $\text{fi}(M_i) \subseteq \Gamma$ and $\text{gv}(M_i) \subseteq w$ for $i = 1, 2$, we write $w, \Gamma \vdash M_1 \equiv_{\sigma} M_2$ to indicated that the terms are contextually equivalent. By definition, this means that for all worlds $w' \supseteq w$, all closed contexts $C[-\sigma] : \text{comm}$ with $\text{gv}(C[-\sigma]) \subseteq w'$ and $\Gamma \subseteq \text{traps}(C[-\sigma])$, and all states $s, s' \in \text{States}(w')$ we have $w' \vdash C[M_1]; s \downarrow s'$ iff $w' \vdash C[M_2]; s \downarrow s'$.

Two terms are contextually equivalent if their occurrences can be interchanged in any closed command without affecting the meaning of the command, as a partial function from states to states.

The quantification over contexts in the definition of contextual equivalence makes the definition unwieldy for the proof of program properties. A more usable form of equivalence is extensional equivalence.

**Definition 2 (Extensional equivalence).** If $M_i \in \text{IA}_{\sigma}(w)$, $i = 1, 2$, we write $w \vdash M_1 \equiv_{\sigma} M_2$ to indicate that the terms are extensionally equivalent, which is defined inductively on the structure of $\sigma$ as follows:

1. If $\sigma = \text{bool}, \text{int}$ then $w \vdash M_1 \equiv_{\sigma} M_2$ if $\forall s \in \text{States}(w)$ and all constants $c$,

   $w \vdash M_1; s \downarrow_{\sigma} c$ iff $w \vdash M_2; s \downarrow_{\sigma} c$;

2. $w \vdash M_1 \equiv_{\text{comm}} M_2$ if $\forall s, s' \in \text{States}(w)$, $w \vdash M_1; s \downarrow s'$ iff $w \vdash M_2; s \downarrow s'$;

3. $w \vdash M_1 \equiv_{\text{var}} M_2$ if $w \vdash M_1 := n \equiv_{\text{comm}} M_2 := n$ for all $n \in \mathbb{N}$;

4. $w \vdash M_1 \equiv_{\sigma_1 \rightarrow \sigma_2} M_2$ if $\forall w' \supseteq w$ and $A \in \text{IA}_{\sigma_1}(w')$, $w' \vdash M_1 A \equiv_{\sigma_2} M_2 A$.

Extensional equivalence is extended to open terms via closed instantiations.

For all $M_i : \sigma_i$ with $\text{fi}(M_i) \subseteq \Gamma = \{x_1 : \sigma_1, \ldots, x_n : \sigma_n\}$, $\text{gv}(M_i) \subseteq w$, $i = 1, 2$, we define $w, \Gamma \vdash M_1 \equiv_{\sigma} M_2$ as $w' \vdash M_1[\overline{\vec{A}}/\overline{x}] \equiv_{\sigma} M_2[\overline{\vec{A}}/\overline{x}]$ for all $w' \supseteq w$ and all $A_j \in \text{IA}_{\sigma_j}(w')$, $j = 1, \ldots, n$.

The key result of [8] is the following (OE):

**Theorem 1 (Operational Extensionality).** IA contextual equivalence coincides with extensional equivalence: $w, \Gamma \vdash M_1 \equiv_{\sigma} M_2$ iff $w, \Gamma \vdash M_1 \equiv_{\sigma} M_2$.

The proof technique used in [8] is perhaps as interesting as the result itself, involving an operational version of parametric logical relations for IA.

A useful ancillary property of IA proved in the same paper, and useful in proving the monotonicity of identity is Weakening and Strengthening (WS).
Lemma 1 (Weakening and Strengthening).
Suppose \( w = w_1w_2 \), \( s_i \in States(w_i) \), \( i = 1, 2 \). Given \( M \in IA_\sigma(w_1) \), then \( w \vdash s_1 \otimes s_2 ; M \downarrow_\sigma s'; R \) if and only if \( R \in IA_\sigma(w_1) \) and \( s' = s'_1 \otimes s_2 \) for some \( s'_1 \in States(w_1) \) with \( w \vdash s_1 ; M \downarrow_\sigma s'_1 ; R \).

2.1 Identity Logic of IA

One important direct consequence of the OE Theorem, pointed out by Pitts, is that it allows one to establish familiar functional extensionality properties such as: \( F \cong_\sigma F' \) iff \( \forall A : \sigma. FA \cong_\sigma F' A \).

Extensionality is not an universal property of programming languages. In call-by-value languages with more complex computational features such as references or exceptions, such as Scheme or ML, this property fails. IA, which is a conservative extension of PCF [13], inherits extensionality as a generalised version of Milner’s Context Lemma [14] for PCF.

We take this point further and we notice that the definitions of extensional equivalence for functions and open terms is strongly suggestive of the interpretation of the universal quantifier in an intuitionistic logic, with a Kripke structure of worlds \( w \) and domains \( IA_\sigma(w) \), cf. [15, Chap. 5].

Let us define the (intuitionistic) identity logic of IA as its many-sorted predicate logic with identity.

Definition 3 (Identity logic). The set of formulas \( \Phi \) of the logic consists of:

1. equality: if \( \Gamma \vdash M_i : \sigma_i \), \( i = 1, 2 \), then \( \Gamma \vdash M_1 = M_2 \in \Phi \);
2. connectives: if \( \Gamma \vdash \phi_i \in \Phi \), \( i = 1, 2 \), then \( \Gamma \vdash \phi_1 \Box \phi_2 \in \Phi \), where \( \Box \in \{ \land, \lor, \to \} \);
3. quantifiers: if \( \Gamma, x : \sigma \vdash \phi \in \Phi \), then \( \Gamma \vdash \forall x : \sigma. \phi \in \Phi \), \( \Gamma \vdash \exists x : \sigma. \phi \in \Phi \).

We use the symbol \( = \) to signify equality in the logic (as opposed to in the meta-language or in IA). If no confusion is possible in context we may use just \( = \) instead.

A formula with an empty environment is called closed.

The identity logic of IA has a standard Kripke-style semantics.

Definition 4 (Kripke model). For any world \( w \) and closed formula \( \phi \) we define \( w \models \phi \), read “\( w \) forces \( \phi \),” inductively on the structure of \( \phi \):

1. \( w \models \phi_1 \lor \phi_2 \) if \( w \models \phi_1 \) or \( w \models \phi_2 \);
2. \( w \models \phi_1 \land \phi_2 \) if \( w \models \phi_1 \) and \( w \models \phi_2 \);
3. \( w \models \phi_1 \to \phi_2 \) if for all \( w' \supseteq w \), if \( w' \models \phi_1 \) then \( w' \models \phi_2 \);
4. \( w \models \forall x : \sigma. \phi \) if for all \( w' \supseteq w \) and for all \( A \in IA_\sigma(w') \), \( w' \models \phi[A/x] \);
5. \( w \models \exists x : \sigma. \phi \) if there is \( A \in IA_\sigma(w) \) such that \( w \models \phi[A/x] \);
6. \( w \models M_1 = M_2 \) if \( w \models M_1 \cong_\sigma M_2 \).

Theorem 2 (Soundness). If \( \phi \) is a formula of the identity logic of IA derivable using the (standard) axioms of intuitionistic logic and identity then \( \models \phi \).
3 Specification Logic

The logic of the previous section can be augmented with two more predicate symbols, Hoare triples and non-interference:

Definition 5 (Specification logic of IA). The set of formulas $\Sigma$ (specifications) of the logic consists of:

1. equality: if $\Gamma \vdash M_i : \sigma$, $i = 1, 2$, then $\Gamma \vdash M_1 = M_2 \in \Sigma$;
2. Hoare triple: if $\Gamma \vdash P : \text{assert}$, $\Gamma \vdash Q : \text{assert}$ and $\Gamma \vdash C : \text{comm}$, then $\Gamma \vdash \{P\} \ C \ \{Q\} \in \Sigma$;
3. non-interference: if $\Gamma \vdash P : \sigma$, $\Gamma \vdash Q : \sigma'$ then $\Gamma \vdash P \# Q \in \Sigma$;
4. connectives: if $\Gamma \vdash \phi_i \in \Sigma$, $i = 1, 2$, then $\Gamma \vdash \phi_1 \square \phi_2 \in \Sigma$, where $\square \in \{\land, \lor, \rightarrow\}$;
5. quantifiers: if $\Gamma, x : \sigma \vdash \phi \in \Sigma$, then $\Gamma \vdash \forall x : \sigma.\phi \in \Sigma$, $\Gamma \vdash \exists x : \sigma.\phi \in \Sigma$.

The pre-condition $P$ and post-condition $Q$ of a Hoare triple belong to a special type, called assertions. The language of assertions is the language of boolean phrases augmented with universal and existential quantifiers. To keep the current presentation focused we only consider a reduced assertion language which consists of finitary boolean phrases (constructed without the fix-point operator). The introduction of assertion quantifiers or non-termination raises some technical complications, surveyed in [16]. It is common to use $\{R\}$ for $\{R\} \ \text{skip} \ \{true\}$.

The axioms of specification logic are for the most part those of Hoare logic, with several new axioms to handle procedures and interfering side-effects [1].

A straightforward interpretation of the new predicate symbols is enough to show the soundness of much of Reynolds’s original, universal, specification logic [1]:

1. $w \models \{P\} \ C \ \{Q\}$ if $\forall s, s' \in \text{States}(w)$, $w \vdash s; P \Downarrow_{\text{assert}} \#$ and $w \vdash s; C \Downarrow s'$ implies $w \vdash s'; Q \Downarrow_{\text{assert}} \#$
2. $w \models M \# N$ if $\forall s_0, s_1, s_2 \in \text{States}(w)$, and canonical forms $R, R'$, if $w \vdash s_0; M \Downarrow_{\sigma} s_1; R$ and $w \vdash s_0; N \Downarrow_{\sigma} s_2; R'$ then there is a state $s_3 \in \text{States}(w)$ such that $w \vdash s_1; N \Downarrow_{\sigma} s_3; R'$

To wit, if $N$ evaluates to $R'$ before the execution of $M$, then after its execution it also evaluates to $R'$, although the state might have changed. For example, if $i, j$ are distinct global variables then $i := 0 \# j + 2$.

The stateful specification logic requires a more sophisticated approach. The reason we want to make specifications stateful is to “factor out” assumptions about the state in judgements of the form $\{R\} \rightarrow \{P\} \ C \ \{Q\}$, to be interpreted as “specification $\{P\} \ C \ \{Q\}$ is true in all states in which assertion $R$ is true.”

Reynolds shows several examples where this is useful. The role of the world must be now played by a set of states, which we shall call $W$.

The new accessibility relation on worlds $\preceq$ reflects the fact that worlds, as sets of states, can change in two ways: they can expand through the introduction of new variables or they must “shrink” because of implication.
\[ W \vdash s; R \downarrow\varphi s; R, \text{ where } R ::= \mathit{ff} \mid v \mid n \mid \textbf{skip} \mid \lambda x : \sigma.M \]
\[
\begin{array}{c}
W \vdash s; B \downarrow\text{bool} s'; b \\
W \vdash s; \text{if } B \text{ then } M_a \text{ else } M_b \downarrow\varphi s''; R
\end{array}
\]
\[
W \vdash s; N_1 \downarrow\text{int} s'; n_1 \\
W \vdash s; N_2 \downarrow\text{int} s''; n_2 \quad n = n_1 \ast n_2
\]
\[
W \vdash s; F \downarrow\varphi_{\sigma \rightarrow \sigma'} s'; \lambda x : \sigma.M \\
W \vdash s'; M[A/x] \downarrow\varphi_{\sigma'} s''; R
\]
\[
W \vdash s; M[\text{fix } x : \sigma.M/x] \downarrow\varphi s'; R \\
W \vdash s; \text{fix } x : \sigma.M \downarrow\varphi s'; R
\]
\[
W \vdash s; V \downarrow\text{var} s'; v \\
W \vdash s'; N \downarrow\text{int} s''; n
\]
\[
W \vdash s; V := N \downarrow\text{comm} \,(s'' \mid v \mapsto n); \textbf{skip} \\
W \vdash s; (\text{new } x := N \text{ in } C) \downarrow\text{comm} s''; \textbf{skip}
\]

**Fig. 2.** IA confined evaluation relation

**Definition 6 (World accessibility).** We define the relation \( W_1 \preceq W_2 \), for \( W_i \subseteq \text{States}(w_i) \), as the transitive and reflexive closure of \( W_1 \preceq W_2 \) if \( W_2 = W_1 \times \text{States}(w_2 \setminus w_1) \) and \( W_1 \preceq W_2 \) if \( W_2 \subseteq W_1 \).

It is straightforward to show that \( \preceq \) is a partial order on sets of states.

The interpretation of the logical connectives is now given by:

**Definition 7 (Stateful Kripke semantics).**

1. \( W \models \varphi_1 \land \varphi_2 \) if \( W \models \varphi_1 \) and \( W \models \varphi_2 \)
2. \( W \models \varphi_1 \lor \varphi_2 \) if \( W \models \varphi_1 \) or \( W \models \varphi_2 \)
3. \( W \models \varphi_1 \rightarrow \varphi_2 \) if for all \( W' \preceq W \), \( W' \models \varphi_1 \) implies \( W' \models \varphi_2 \)
4. \( W \models \forall x : \sigma.\varphi \) if for all \( W' \preceq W \), \( W' \in \text{States}(w w') \), for all \( A \in IA_\sigma(w w') \), \( W' \models \varphi[A/x] \)
5. \( W \models \exists x : \sigma.\varphi \) if there is \( A \in IA_\sigma(\text{dom } W) \), such that \( W \models \varphi[A/x] \).

The straightforward interpretation of the Hoare triple is no longer satisfactory in this context, because the axiom of command composition is no longer sound. We need to apply Tennent’s key idea that execution of commands must be restricted to the current world, not only in terms of its final state but also in terms of all the intermediary states that are visited [3].

We do this by introducing a more refined evaluation relation for IA, which we shall call **confined execution** and denote by \( W \vdash s; M \downarrow\varphi s'; R \).

This relation is defined just like the normal evaluation (Fig. 1) with the exception of assignment and local variable definition. The relation is defined, inductively on the syntax of IA, in Fig. 2.

The only way a command can stray outside the current world is through assignment, but such an assignment is prevented by confined execution. If an
illegal assignment is attempted the command cannot be executed. The world of a local variable block is expanded by all possible states involving the newly allocated variable.

Confined evaluation can be notationally simplified, similarly to standard evaluation, considering that only commands can change the state. We adapt the old notation in the straightforward way.

The interpretation of the Hoare-triple predicate is:

**Definition 8 (Stateful Hoare-triple semantics).** \( W \models \{ P \} C \{ Q \} \) if and only if for all \( s, s' \in W \), \( W \models s; P \Downarrow_{\text{assert}} \# \) and \( W \models s; C \Downarrow s' \) implies \( W \models s'; Q \Downarrow_{\text{assert}} \# \).

Using confined evaluation we can define stronger notions of contextual and extensional equivalence in the obvious way. Using exactly the same proof method as Pitts we can show that confined equivalence is also extensional.

**Theorem 3 (Confined Oper. Extensionality).** \( IA \) confined contextual equivalence coincides with confined extensional equivalence: \( W, \Gamma \models M_1 \equiv_{\sigma} M_2 \) iff \( W, \Gamma \models M_1 \Rightarrow_{\sigma} M_2 \).

It is easy to show, by induction on derivation of evaluation, that confined evaluation also satisfies a WS Lemma.

**Lemma 2 (Conf. Weakening–Strengthening.)**. Suppose that \( w = w_1 w_2 \), \( W_i \subseteq \text{States}(w_i) \), and \( s_i \in W_i, i = 1, 2 \). Given \( M \in IA_{\sigma}(w_1) \), then it follows that \( W_1 \times W_2 \models s_1 \otimes s_2; \sigma M \Downarrow_\sigma s'_1 \otimes s_2; \sigma R \) iff \( R \in IA_{\sigma}(w_1) \) and \( s'_1 \in W_1 \) with \( W_1 \models s_1; M \Downarrow_\sigma s'_1; \sigma R \).

Confined evaluation is a conservative extension of IA evaluation, and confined equivalence is strictly stronger than contextual equivalence, which corresponds to equivalence ‘confined’ to the set of all states.

We give the following interpretation for identity:

**Definition 9 (Hyperfine identity semantics).** \( W \models M_1 \equiv_{\sigma} M_2 \) if and only if for all \( W' \simeq W \), \( W' \models M_1 \equiv_{\sigma} M_2 \).

We call this new notion of equivalence **hyperfine** because, as we shall see, it is significantly stricter than observational equivalence.

### 3.1 Non-interference

Finally, we have come to the interpretation of the non-interference predicate, \( M \not\equiv N \). As in the previous section, our approach is heavily influenced by concepts first introduced in the denotational setting.

Intuitively, non-interference is interpreted as follows. The term on the right-hand-side, typically an expression, is used to partition the world into smaller worlds in which the term evaluates to the same result. Then, we require any evaluation of the term on the left-hand-side to be confined to any set of equivalence classes. In other words, any execution of \( M \) must not change the possible values of \( N \) even temporarily.
Definition 10 (State equivalence). We call state-equivalence any IA term-indexed family of equivalence relations \([M]_W \subseteq W^2, W \subseteq \text{States}(w)\), with the property that:

1. if \(\sigma = \text{int} \) (or \(\text{bool}\)) then \(s_1 [E]_W s_2\) if and only if for all \(n \in \mathbb{N}\) (or \(\{\#, \, \text{ff}\}\)) \(W \vdash s_1; E \downarrow_\sigma n\) iff \(W \vdash s_2; E \downarrow_\sigma n\);
2. if \(\sigma = \text{var} \) then \(s_1 [V]_W s_2\) if and only if \(s_1 ![V]_W s_2\);
3. if \(\sigma = \text{comm} \) then \(s_1 [C]_W s_2\) if and only if \(W \vdash s_1; C \downarrow\) iff \(W \vdash s_2; C \downarrow\);
4. if \(\sigma = \sigma_1 \rightarrow \sigma_2\) then \(s_1 [F]_W s_2\) implies for all \(w', A \in IA_{\sigma_1}(ww')\) and states \(s' \in \text{States}(w')\) such that \(s_1 \otimes s' [A]_{W \times \text{States}(w')} s_2 \otimes s'\) we have

\[s_1 \otimes s' [FA]_{W \times \text{States}(w')} s_2 \otimes s'.\]

Proposition 1 (Existence & Admissibility).

1. The family \([M]_W \subseteq W^2\) is non-empty.
2. State equivalence is preserved by confined equivalence: for all \(s_1, s_2 \in W\), \(s_1 [M]_W s_2\) and \(W \vdash M \equiv M'\) implies \(s_1 [M']_W s_2\).
3. There exists a state equivalence \([M]_W \subseteq W^2\), which we shall call an admissible state equivalence, such that whenever \(M_0 \in IA(\emptyset)\), \([M_0]_W = W^2\).

Proof. At ground types \(\exp\) and \(\text{comm}\), \(M_0\) is a constant so the definition of state equivalence gives \(W^2\). For \(\text{var}\) there is no constant in \(IA(\emptyset)\) so the definition is vacuous. At function types we can construct an admissible relation \([-\] \(\sim\) from any state equivalence \([-\) as follows: if \(M \in IA(\emptyset)\) then for all \(s_1, s_2 \in, s_1 [M]_W s_2\); otherwise \(s_1 [M]_W s_2\) iff \(s_1 [M]_W s_2\). Using the fact that state equivalence is preserved by confined extensional equivalence we can show by induction on the type of \(M\) that \([-\] \(\sim\) does satisfy the definition of a state equivalence. □

In the following we will only be concerned with admissible state equivalences. Any such relation has the properties required to show the soundness of the non-interference logic. The definition above provides a sufficient framework for the operational model.

By \(W/[N]\) we shall denote the set of equivalence classes of \(W\) under some admissible state equivalence \([N]_W\), which Prop. 1 established that exists. By \(\mathbb{P}(W/[N])\) we shall denote the set of unions of equivalence classes under \([N]_W\).

The interpretation of the non-interference predicate \(M \not\equiv N\) is also inductive, on the structure of \(M\)’s type. The definition of higher-order non-interference is subtle. Reynolds initially defined it extensionally, but Tennent has shown that this definition is incompatible with a desirable axiom concerning non-interference decomposition [3]. A model proving the soundness of this axiom was given in [6].

An important technical role is played by the property of confined termination, which is a generalisation of the usual notion of termination to confined evaluation.

Definition 11 (Confined termination). \(M \in IA(w)\) is said to confinedly terminate, denoted by \(W \vdash M \downarrow_{\sigma}\) if
1. \( \sigma = \text{comm, int, bool} \): for all \( s \in W \), there exists \( s' \in W \) and canonical form \( R \) such that \( W \vdash s; M \downarrow_{\sigma} s'; R \).

2. \( \sigma = \text{var} \): for all \( n \in \mathbb{N} \), \( W \vdash M := n \downarrow_{\text{comm}} \).

3. \( \sigma = \sigma_1 \rightarrow \sigma_2 \) and for all \( w' \) and \( M' \in IA_{\sigma_1}(ww') \), if \( W \times \text{States}(w') \vdash M' \downarrow_{\sigma_1} \), then \( W \times \text{States}(w') \vdash MM' \downarrow_{\sigma_2} \).

We can now define higher-order non-interference.

**Definition 12 (Non-interference).** If \( F \in IA_{\sigma}(w) \), then \( W \vdash F \not\equiv M \) if and only if, \( W \vdash F \downarrow_{\sigma} \) implies that for all \( W_0 \in \mathcal{P}(W/[M]) \), we have that \( W_0 \vdash F \downarrow_{\sigma} \).

Restricting the current world to any smaller world which is a union of equivalence classes \( W/[M] \), should not change the confined termination status of \( F \).

The knowing reader might notice that the operational definition of non-interference is not exactly an operational reproduction of the denotational interpretation. Whereas in the denotational model non-interference was interpreted as invariance under the application of an appropriately defined restriction (endo)morphism at the same world, in the operational model we allow a change of world but we interpret non-interference as the invariance of the confined termination property. The difference is purely of technical presentation: worlds \( W \) and \( W_0 \) are over the same set of locations \( w \), and the meaning of \( F \) in the two worlds, if defined, is actually the same.

We can see how this definition works by examining the typical example of a non-interference specification which is validated by the Reynolds model but, correctly, invalidated by the Tennent-O’Hearn model:

\[
\lambda c : \text{comm. if } !i = 1 \text{ then } (c; \text{if } !i < 1 \text{ then } i := 0) \not\equiv i.
\]

Let us call the \( \lambda \)-term above \( F \). Consider \( M \overset{\text{def}}{=} \text{if } !i > 0 \text{ then } i := !i + 1 \). If we take \( W_0 = \{(i \mapsto n) \mid n > 0\} \), which is indeed a union of equivalences classes of \( W/[i] \cup_{k \geq 0} \{(i \mapsto k)\} \), it can be easily seen that \( W_0 \vdash M \downarrow_{\text{comm}} \) but it is not the case that \( W_0 \vdash FM \downarrow_{\text{comm}} \), since for \( s = (i \mapsto 1) \), \( FM \) cannot be confinedly evaluated.

**Theorem 4 (Soundness).** The specification logic of IA is sound.

### 3.2 Proof of the Soundness Theorem

The key property that our modeling framework must satisfy is monotonicity.

**Lemma 3 (Monotonicity of Non-interference).** If \( W \vdash F \not\equiv M \) then \( W' \vdash F \not\equiv M \), for all \( W' \succeq W \).

For the logical connectives and quantifiers we have a standard Kripke semantics. Using the Confined OE Theorem we can also show that the interpretation of identity satisfies the standard axioms.

For the identity, “hyperfine,” semantics is truly required. Contextually equivalent IA phrases are not necessarily equivalent in non-interference contexts. Consider for example the simple case \( x :\vdash x := 0; x := 1 \equiv_{\text{comm}} x := 1 \). Although contextually equivalent, when confined to world \( (x \mapsto 1) \) the LHS diverges but the...
RHS does not, so they are not logically identical. The logical contexts in the presence of non-interference specification are highly intensional.

The Hoare-like axioms are proved in a standard way, and we have already showed the interesting bit regarding command composition for stateful specifications.

In the following we show the soundness of the most interesting axioms of Specification Logic.

**Strong constancy.** The proof for the constancy axiom:

\[ \forall c : \text{comm.} \forall pqr : \text{assert.} \, c \# r \land \{ r \} \rightarrow \{ p \} \, c \{ q \} \rightarrow \{ p \ \text{and} \ r \} \, c \{ q \ \text{and} \ r \}, \]

is straightforward. The non-interference condition ensures that command \( c \) does not satisfy \( \{ p \} \, c \{ q \} \) trivially, by (even temporarily) breaking assertion \( \{ r \} \) and causing a (confined) divergence.

**Left-side non-interference decomposition.** We give a slightly different version of this axiom, which is equivalent with the traditional one but easier to deal with:

1. if \( C \in IA_{\sigma}(\emptyset) \) then \( \forall e : \sigma. C \# e \);
2. \( \forall f : \sigma \rightarrow \sigma'. \forall c : \sigma. \forall e : \sigma''. f \# e \land c \# e \rightarrow f(c) \# e. \)

Closed terms without global variables cannot cause interference. Also, non-interference is compositional to the left.

For the first item, we need to prove that \( W \vdash C \# E \) for all \( E \in IA_{\sigma}(w) \). Using the WS Lemma we can show that for any \( W_0 \subseteq W \), \( W_0 \vdash C \downarrow_{\sigma} \) if and only if \( States(\emptyset) \vdash C \downarrow_{\sigma} \), because \( C \) is a closed term.

The second item reduces, using the semantics of the universal quantifier at any arbitrary world \( W \), to \( W \vdash F \# E, C \# E \) implies \( W \vdash FC \# E \), which follows directly from the definition of confined termination at function types.

**Right-side non-interference decomposition.** Again, we give a different but equivalent formulation for the axioms:

1. if \( E \in IA_{\sigma}(\emptyset) \) then \( \forall c : \sigma'. c \# E \);
2. \( \forall f : \sigma \rightarrow \sigma'. \forall e : \sigma. \forall c : \sigma''. c \# f \land c \# e \rightarrow c \# f(e). \)

A closed term without global variables cannot be interfered with. Non-interference is also compositional to the right.

For the first item we can show using induction on the structure of \( \sigma \) and the WS Lemma that for any two states \( s, s' \in W \), \( s[E]_{w}s' \), i.e., the state-set is ‘partitioned’ in just one large partition. This follows from the admissibility property in Prop. 1.

For the second item first notice that \( s[E]_{w}s' \), and \( s[F]_{w}s' \) implies \( s[F(E)]_{w}s' \), from the definition of state equivalence. To wit, the partitions generated by \( F(E) \) include the partitions formed by \( F \) and \( E \). It can be easily
shown that $W/[F(E)] \in \mathcal{P}(W/[F&E])$ where we define $s_1[F&E]s_2$ as $s_1[F]s_2$ and $s_1[E]s_2$; therefore we can apply the hypothesis.

Note the technical importance that in the definition of non-interference the restricted world is a \textit{collection} of equivalence classes rather than an equivalence class, since it is \textit{not} the case in general that $W/[F(E)] \subseteq W/[F] \cap W/[E]$.

**Local variable.** Let $M_i$ be arbitrary IA terms. The local variable axiom scheme is used to discard any good-variable and non-interference assumptions involving the local variable:

$$\forall x: \texttt{var.} \forall n: \texttt{int.} \; \text{good}(x) \land \cdots \land x \not\in M_i \land \cdots \land x \not\in M_j \land \cdots$$

$$\rightarrow \{P\} \; x := n; C \{Q\} \rightarrow \{P\} \; \text{new} \; x := n \; \text{in} \; C \{Q\},$$

with $x \not\in f_i(E_i, C_j, P, Q)$, where the good variable predicate \texttt{good} is defined as:

$$\text{good}(x) \triangleq \forall p: \texttt{int} \rightarrow \texttt{assert.} \forall e: \texttt{int.} \; x \not\in p \rightarrow \{p(e)\} \; x := e \; \{p(!x)\}.$$  

We first show that for any global variable $v$ and world $W$, $W \vdash \text{good}(v)$. For any $P$, we can show that $v \not\in gv(P)$ implies $W \vdash v \not\in P$. Then we apply the WS Lemma and the OE Theorem to show that $P(E)$ and $P(!v)$ evaluate the same value.

The second part is to show that local variable $v$ cannot interfere or be interfered with. This also follows directly from the WS Lemma, since $v$ does not occur in any other phrases other than the block of the command, $C[v/x]$.

### 3.3 Two New Axioms

In this section we show two new axioms of specification logic two be valid; they cannot be validated using the denotational model. The first one involves an existential quantifier and, therefore, one of the directions requires definability in the denotational model. The second involves equivalence and one of the directions would require the denotational model to be fully abstract. Since we work at an operational level, neither definability nor full abstraction are an issue for us.

**Hoare-triple decomposition.** If the programming language is finitary (only a finite set of integers can be stored in memory locations) then:

$$\forall pq: \texttt{assert.} \forall c_1, c_2: \texttt{comm.} \{p\} \; c_1; c_2 \{q\} \leftrightarrow \exists r: \texttt{assert.} \{p\} \; c_1 \{r\} \land \{r\} \; c_2 \{q\},$$

It was suggested in [9], as a stronger tool necessary for the proof of IA equivalences.

**Proof.** (Soundness) The right-to-left direction is trivial and is simply the Hoare axiom for sequential composition.
The left-to-right direction requires us to prove that for all worlds \( W \in \text{States}(w) \), if \( W \models \exists r: \text{assert}. \{P\} C_1 \{r\} \land \{r\} C_2 \{Q\} \) holds, then \( W \models \exists r: \text{assert}. \{P\} C_1 \{r\} \land \{r\} C_2 \{Q\} \) must hold, with \( P, Q \in IA_{\text{assert}}(w) \), \( C_1, C_2 \in IA_{\text{comm}}(w) \).

If the language is finitary, then \( W \) is finite. If \( W \models C_1; C_2, s \Downarrow s' \) then there must exist \( s'' \) such that \( W \models C_1, s \Downarrow s'' \) and \( W \models C_2, s'' \Downarrow s' \). Let us denote the set of all such \( s'' \) by \( W'' \), which is also finite.

Let \( R = \bigvee_{s \in W''} \bigwedge_{v \in w} v = s(v) \). It follows that \( R \in IA_{\text{assert}}(w) \) and \( W \models \{P\} C_1; C_2 \{Q\} \) implies \( W \models \{P\} C_1 \{R\} \land \{R\} C_2 \{Q\} \). □

**Remark 1.** Hoare-triple decomposition only holds for the finitary fragment of the language because the assertion language is finitary, i.e. it lacks recursion. If the assertion language is not finitary then we can prove this axiom using a weakest-precondition style argument, but a fix-point constructor is required in the assertion language. However, as we mentioned, the introduction of fix-point (and consequently divergence) into the assertion language complicates the properties of the logic.

**Hoare-triple and equivalence**

\[ \forall c_1, c_2 : \text{comm}. (\forall pq : \text{assert}. \{p\} c_2 \{q\} \leftrightarrow \{p\} c_2 \{q\}) \leftrightarrow c_1 = c_2. \]

**Proof.** (Soundness) The right-to-left implication is trivial. The left-to-right is proved by contradiction. Assume that there is world \( W \), and \( C_1, C_2 \in IA_{\text{comm}}(w) \) such that \( W \not\models C_1 = C_2 \). We consider two cases:

1. There exists \( s \in W \), \( W \in \text{States}(w) \), such that \( W \models C_i, s \Downarrow \) and \( W \not\models C_{2-i}, s \Uparrow \), \( i = 0, 1 \). Then we take \( P = \text{true} \) and \( Q = \text{false} \).
2. There exists \( s, s_1 \neq s_2 \in W \) such that \( W \models C_1, s \Downarrow s_1 \) and \( W \models C_2, s \Downarrow s_2 \). Then we take \( P = \bigwedge_{v \in w} v = s(v) \) and \( Q = \bigwedge_{v \in w} v = s_1(v) \). □

### 3.4 Computability Issues

The identity logic of full IA is undecidable, as the language is Turing-complete. What may come as a surprise is that even if we restrict IA to its boolean, first-order, recursion-free, subset, which is decidable [11], the congruence-free specification logic is still undecidable.

**Theorem 5 (Undecidability of Spec. Logic).** The specification logic of recursion-free, first-order boolean IA without term equality is undecidable.

**Proof.** We show that there exists a faithful encoding \( \Gamma - \Gamma : \mathbb{N}[X] \to IA \) of polynomials with integer coefficients into IA: \( \Gamma 0 \) = \( \lambda c : \text{comm}. \text{skip} \), \( \Gamma (n + 1) = \lambda c : \text{comm}. \text{skip} \Gamma n(c) \); \( c_1 = \lambda c : \text{comm}. \text{comm}(\text{skip} + 1, \Gamma X_i = x_i : \text{comm} \rightarrow \text{comm}, \Gamma P_1 + P_2 = \lambda c : \text{comm}. \text{comm}(\Gamma P_1(c) \land \Gamma P_2(c)), \Gamma P_1 \times P_2 = \lambda c : \text{comm}. \text{comm}(\Gamma P_1(c) \land \Gamma P_2(c)) \). Hilbert’s tenth problem can be formulated in the intuitionistic identity logic of first-order, recursion-free, boolean IA as follows:

\[ \exists x_1 : \text{comm} \rightarrow \text{comm} \cdots \exists x_n : \text{comm} \rightarrow \text{comm}. \Gamma P_1 = \Gamma P_2, \quad (1) \]
\( P_1, P_2 \in \mathbb{N}[X] \). Hilbert’s Tenth Problem, is undecidable (see [17] for a comprehensive survey). Then, using the Hoare triple and equivalence axiom, validated earlier, we can formulate (1) using Hoare triples instead of term equality. \( \square \)

4 Concluding Remarks

The remarkable achievement the Tennent-O’Hearn denotational model of specification logic was to give a compositional semantics for the highly intensional non-interference predicate. In an operational setting this task is substantially easier. The challenge, in the operational settings, is to provide a good semantics for the underlying Kripke structure of the logic. Properties, such as monotonicity, which come “for free” in the denotational setting need more elaborate proofs here. The semantics of quantifiers and the closely related properties of substitution are also more difficult to handle using operational methods.

At the heart of the successful operational treatment of specification logic is Pitts’s result that contextual equivalence in IA coincides with extensional equivalence. In a language without this property, such as ML, this treatment cannot be reproduced. Consider for example the work of Honsell, Mason, Talcott and others [18,19], which represents the best attempt to create a specification logic for a call-by-value language with assignment. The logic is not technically a first-order logic; the logical properties of quantifiers, i.e. substitution, are not the expected ones. The logic requires sophisticated syntactic side-conditions in the quantifier axioms to ensure correctness, because contextual equivalence in that language holds only in certain circumstances, detailed in the so-called \( ciu \) (“closed instantiation of uses”) Lemma.

The question of whether the definition of specification logic presented here is in some sense definitive remains open. The essential concept of non-interference has a definition which is deeply inspired by the denotational treatment. But, arguably, our semantics of the identity and existential quantifiers is better, since the issues of definability and full abstraction do not arise. The two new axioms of Sec. 3.3 illustrate this advantage. Perhaps a more profound question to ask is whether non-interference logic is the definitive specification logic for procedural languages.

Finally, another important point of this paper is that it shows a connection between the operational extensionality property of a programming language and the fact that it has an elegant and general specification logic. This confirms Reynolds’s language design intuition that call-by-name and local effects are the quintessential features if a specification and verification-friendly programming language is desired.

Acknowledgements. Andrzej Murawski helped me simplify Section 3.4; Bob Tennent and Peter O’Hearn patiently answered my numerous (and often silly) questions about the functor-category model; Andy Pitts has pointed out several errors in an earlier draft of this work. I thank all of them for the help.
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Abstract. This paper studies continuations by means of a polymorphic type system. The traditional call-by-name continuation passing style transform admits a typing in which some answer types are polymorphic, even in the presence of first-class control operators. By building on this polymorphic typing, and using parametricity reasoning, we show that the call-by-name transform satisfies the eta-law, and is in fact isomorphic to the more recent CPS transform defined by Streicher.

1 Introduction

A continuation passing style (CPS) transform makes all control transfers, including function calls, explicit. For example, each call needs to pass not only the argument, but also a return continuation to the callee; returning a value from a function is achieved by passing it to the return continuation; and a jump works by replacing the current continuation with some other continuation.

The output of a CPS transform tends to be stylized in different ways. Depending on the source language and its control constructs, only certain uses of continuations are possible. Although CPS transforms can be defined on untyped terms independently of any typing, typing the source and target language can capture in a very concise way the stylized nature of a given CPS transform. Two advanced type systems have been used for this purpose: linearity and polymorphism.

A wide variety of control features, such as function calls, exceptions and some forms of jumps, admit linear typing [1]. On the other hand, first-class continuations in call-by-value, as given by Scheme’s call/cc operator [10], defy linear typing of continuations in general: without restrictions, one cannot assume that any continuation is used linearly. In call-by-name, however, the situation regarding linearity is quite different. Laurent and Regnier [11] have observed that even in the presence of a first-class control operator, continuations in call-by-name are linear.

The polymorphic typing of answer types was studied in a recent paper [20] in call-by-value, where a close connection between control effects and answer type polymorphism was shown. In the present paper, the study of answer type polymorphism will be extended to call-by-name.
Following Plotkin’s seminal paper [16], there have been two CPS transforms, one call-by-value and one call-by-name. Many variants of CPS transforms are possible, for instance by passing additional continuations [19], or introducing multiple levels of continuations [2]; but fundamentally, these tend to be variations on the call-by-value one. More recently, Streicher [8,18] has defined another call-by-name transform. The Streicher transform is very clearly call-by-name, in that it validates the \( \eta \)-law, while the Plotkin one in general does not. On the other hand, it seems different in character to the traditional transforms, since there are no continuations for function types, if continuations are taken to be functions to some answer type (rather, functions are passed a pair). The Plotkin call-by-name transform, by contrast, fits the same pattern as the call-by-value transform, with continuations for all types, just as in the call-by-value one. In fact, the Plotkin call-by-name transform factors over the call-by-value one via a so-called thunking transform [7].

Depending which of the two call-by-name transforms one considers, call-by-name continuation passing seems either a mild variation on call-by-value, or very different from it. This apparent contradiction is resolved by typing: it is the untyped\(^1\) call-by-name CPS transform that factors over the call-by-value one, whereas polymorphically typing answer types in the Plotkin call-by-name transform, and thus capturing the stylized behaviour of continuations, yields a transform isomorphic to the Streicher call-by-name one.

### 1.1 Contribution

This paper makes the following contributions:

- We show answer type polymorphism in call-by-name, in close connection to some recent work [20,11].
- This typing then enables a more refined view of the call-by-name transform than in the usual untyped or simply-typed case.
- We apply parametricity reasoning to the call-by-name CPS transform.
- We establish an isomorphism between the two call-by-name transforms, tidying up the design space of CPS transforms.

### 1.2 Outline

After recalling the definition of CPS transforms in Section 2, we give a new typing with answer type polymorphism for the call-by-name transform in Section 3. To build on this, we need some background on parametricity and theorems for free in Section 4. We can then show that, if constrained by typing, the \( \eta \)-law holds (Section 5), and that the two call-by-name transforms are equivalent (Section 6).

\(^1\) More accurately, single-typed regarding the answer type.
2 CPS Transforms

The source language consists of the simply-typed $\lambda$-calculus, together with constants and a control operator $K$. Control operators for first-class continuations have classical types [5]. In particular, the type of $K$ is Peirce’s law:

\[ \Gamma \vdash M : (A \to B) \to A \]

This type can also be given to call/cc in Scheme and other call-by-value languages. We use the more neutral notation $K$, since continuations in call-by-name are quite different from those in call-by-value. We assume that the natural numbers $\mathbb{N}$ are the only base type in the source language.

The target language of the CPS transforms consists of the polymorphic $\lambda$-calculus [17] together with pairs; see Fig. 1 for the typing rules. We usually omit type annotations in terms; the corresponding, Curry-style, rules are in Fig. 2. Greek letters range over type variables. A type variable not occurring in the context can be quantified to give a polymorphic type. For example, for the identity function we can infer

\[ \vdash \lambda x. x : \forall \alpha. \alpha \to \alpha \]
As usual, pair patterns in λ-abstractions are syntactic sugar by way of λ(x, y).M = λz.M[x ↦ π₁z, y ↦ π₂z]. A type of natural numbers is also assumed in the target language. To be parsimonious, we could assume this type to be syntactic sugar for the polymorphic natural numbers, ∀α.(α → α) → (α → α) in the polymorphic target language. The important point is that the ground type is treated the same by both transforms. At the top level, we can then make ground type observations. The answer types of all continuations will either be a shared, global answer type α₁, or a local answer type given by a type variable α. We write ¬A to abbreviate A → α₁.

Our first CPS transform is the traditional call-by-name transform first published by Plotkin [16], which we extend with a control operator K.

**Definition 1.** The Plotkin call-by-name CPS transform is defined as follows:

\[
\begin{align*}
  x &= x \\
  \lambda x.M &= \lambda k.(\lambda x.M) \\
  MN &= \lambda k.(\lambda m.mNk) \\
  n &= \lambda k.kn \\
  K.M &= \lambda k.(\lambda m.(\lambda p.\lambda xk'.xk)k)
\end{align*}
\]

The traditional typing found in the literature [3] for this transform uses the double exponentiation monad [13] \( T = \neg\neg(-) \) and the translation

\[
A \rightarrow B = TA \rightarrow TB \\
N = N
\]

Then the transform preserves types in the following sense: if \( x_1 : A_1, \ldots, x_n : A_n \vdash M : B \), we have

\[
\begin{align*}
  x_1 : TA_1, \ldots, x_n : TA_n \vdash M : TB
\end{align*}
\]

As Laurent and Regnier [11] have observed, the transform admits a more refined typing with \( T = \neg\neg\neg(-) \), where \( \neg\neg\neg \) is a type of linear continuations: \( \neg\neg\neg A = A \rightarrow \neg\alpha \). This typing is relevant for the present paper inasmuch as it shows that some continuations are of a restricted form in the Plotkin call-by-name transform even in the presence of a first-class control operator. The second CPS transform which we will need has been studied by Streicher and others [8,18].

**Definition 2.** The Streicher CPS transform \((\_)^*\) is defined as follows:

\[
\begin{align*}
  x^* &= x \\
  (\lambda x.M)^* &= \lambda(x,q).M^*q \\
  (MN)^* &= \lambda q.M^*(N^*,q) \\
  n^* &= \lambda q.qn \\
  (K.M)^* &= \lambda q.M^*((\lambda(x,q').xq),q)
\end{align*}
\]
The associated typing is this:

\[(A \to B)^* = \neg A^* \times B^*\]

\[N^* = \neg N\]

In the literature, one finds the control operators \(\mu\) and \([a]\) associated with this transform, but we can define \(\mathcal{K}\) by the standard encoding

\[\mathcal{K}M = \mu a.[a](M(\lambda x.\mu b.[a]x))\]

which amounts to the CPS transform as above.

This transform preserves types in the following sense: If \(x_1 : A_1, \ldots, x_n : A_n \vdash M : B\), then

\[x_1 : \neg A_n^*, \ldots, x_n : \neg A_n^* \vdash M^* : \neg B^*\]

For understanding the Streicher transform, it is useful to bear in mind that in the translation of a whole judgement, another \(\neg\) is applied to the type of each free variable and to the type of the whole expression. If \(M\) has type \(B\), then its transform \(M^*\) has type \(\neg B^*\). In particular for function types, we may think of \((A \to B)^*\) as the type of calling contexts for \((A \to B)\), which call a function by providing an argument of type \(\neg A^*\) and and a calling context for the result with type \(B^*\). A function of type \(A \to B\) is then transformed into a thunk of type \(\neg (A \to B)^*\), accepting a calling context and returning an answer. (There does not yet seem to be an agreed terminology for call-by-name continuation passing; the word thunk is standard in call-by-value [7], the term calling context perhaps less so.)

For the typing of the Streicher transform, it may also be useful to bear a logical view of types in mind: one may think of \((A \to B)^*\) as the negation of \(A \to B\). It then becomes intuitively plausible that \((A \to B)^* = \neg A^* \times B^*\), since to negate an implication “\(A\) implies \(B\)”, it is sufficient to have that \(A\) holds while \(B\) fails to hold.

3 Answer Type Polymorphism

So far, we have assumed that all answer types are global and equal. We gain a more refined view of CPS transforms if we observe that some answer types are more equal than others. In call-by-value with an effect system, a function without control effects [9] does not impose any constraints on the answer type, so it can have a locally quantified answer type. Whenever the function is called, its answer type is instantiated to that required by the call site [20].

In call-by-value, expressions in the operand position of an application are evaluated. In terms of continuation passing, that implies that we have continuations corresponding to evaluation contexts such as \((\lambda x.M)[\,]\), where the hole \(\,\) indicates the position of the current expression. Such continuations can manipulate their argument in any way that a function in the language can. For example,
continuations need not be linear: witness \((\lambda x.y)[]\). In call-by-name, by contrast, function application only generates evaluation contexts of the form \(\langle\rangle N_1 \ldots N_j\) that apply the current expression to some arguments. Even if we have a first-class control operator to capture continuations, the continuations themselves are of a much more restricted kind than in call-by-value.

More technically, to see the restricted form of continuations in call-by-name, consider the clause for application:

\[
MN = \lambda k.M(\lambda m.Nk)
\]

The continuation \((\lambda m.Nk)\) passed to \(M\) is of a simple form, which we may regard as a calling context: \(m\) is called by being applied to \(N\) and \(k\). In general, a calling context for the function type \(A \to B\) takes a function that expects an argument of type \(A\) and a \(B\)-accepting continuation; the only thing the calling context is allowed to do is to function to the function with the argument and continuation. This amounts to a tail call of the function, so that whatever the function returns will also be the result of the call. The expression \(MN\) itself is then a thunk: if it is applied to a calling context, it yields an answer. Hence a calling context for the function type \(A \to B\) has the following polymorphic type:

\[
\forall \alpha. (A^+ \to B^\circ \to \alpha) \to \alpha
\]

Here \(A^+\) is the CPS-transformed type of the argument (a thunk), and \(B^\circ\) is the type of calling contexts for the result type \(B\). We have assumed that everything is call-by-name, so that the \(B\)-accepting continuation is again a calling context if \(B\) is a function type. The CPS transform of types is therefore defined in terms of thunks and calling contexts as follows.

**Definition 3.** For any type \(A\), we define types \(A^+\) and \(A^\circ\) by simultaneous induction as follows:

\[
A^+ = A^\circ \to \alpha_1
\]

\[
N^\circ = N \to \alpha_1
\]

\[
(A \to B)^\circ = \forall \alpha. (A^+ \to B^\circ \to \alpha) \to \alpha
\]

For Curry-style typing, we can leave the transform on terms as it was in Definition 1. In Church style, the polymorphically typed Plotkin CPS transform reads as follows:

\[
\bar{x} = x
\]

\[
\lambda x : A.M = \lambda k : (A \to B)^\circ .k[\alpha_1](\lambda x : A^+.M)
\]

\[
MN = \lambda k : B^\circ .M(\lambda \alpha . \lambda m : A^+ \to B^\circ \to \alpha . mNk)
\]

\[
\bar{n} = \lambda k : N^\circ .kn
\]

\[
\bar{K}M = \lambda k : A^+.M(\lambda \alpha . \lambda m : ((A \to B)^+ \to A^\circ \to \alpha . m(\lambda p : (A \to B)^\circ . p[\alpha_1](\lambda x : A^+. \lambda k' : B^\circ . xk))k)
\]

Given this typing, it is a matter of straightforward typechecking to establish the following type preservation.
Proposition 1. If $x_1 : A_1, \ldots, x_n : A_n \vdash M : B$, then

$$x_1 : A_1^+, \ldots, x_n : A_n^+ \vdash M : B^+$$

We can see this transform as an instance of data abstraction via polymorphism, in that a calling context satisfies the demand for an argument thunk and a calling context for the result in a similar way to an abstract data type satisfying the demand of possible users of the data type. Note that the answer type polymorphism is independent of any polymorphism in the source, since we have only considered a simply-typed source language. (This does not mean that there is no interaction between control effects and polymorphism in the source: as Harper and Lillibridge have pointed out, control effects render the naive $\forall$-introduction unsound [6].)

Furthermore, if we assume parametricity, then the type of calling contexts is isomorphic to the type of pairs consisting of an argument thunk and a calling context for the result:

$$(A \to B)^\circ = \forall \alpha. (A^+ \to B^\circ \to \alpha) \to \alpha$$

$$\cong A^+ \times B^\circ$$

This is a standard encoding of a product in the polymorphic $\lambda$-calculus. We return to the isomorphism in Section 6 below. More specifically, the intuitive explanation of calling contexts in both the Plotkin and Streicher transforms will be justified, in that the two are in fact isomorphic.

The encoding of pairs in the polymorphic $\lambda$-calculus can itself be regarded as a form of continuation passing, in that a product type is first CPS-transformed by application of the double-negation monad $((\neg \to \alpha) \to \alpha)$ and then uncurried:

$$(\neg \to \alpha) \to \alpha$$

An application of this is known as an idiom in the Scheme folklore: if one wants to avoid the overhead of constructing a cons-cell in the heap, one can transform the code into continuation-passing style and avoid the construction of pairs by using multi-argument procedures instead. Since multi-argument procedures are not curried in Lisp-like languages, the overhead of constructing a closure does not arise.

Although the transformation of terms has not been changed, the different transformation of types arguably makes a big difference at the conceptual level. If we read the Plotkin call-by-name transform in the untyped setting, then the notion of continuation appears similar to the one in call-by-value (a function from the transformed function type to the answer type), although all arguments are thunked. In fact, the Plotkin call-by-name transform can be derived from the call-by-value transform by composing with transform that thunks all arguments [7].

The polymorphic typing relies on everything being call-by-name. If we were to add strict constructs at function types, they could break the typing. Consider
for example a strict sequencing operation \((M; N)\), which evaluates \(M\), discards the result, and proceeds with \(N\). We could define its CPS transform like this:

\[
M; N = \lambda k. M(\lambda m. Nk) \quad \text{where } m \text{ is not free in } N
\]

The sequencing construct would break the typing, since the (non-linear) continuation of \(M\), namely \((\lambda m. Nk)\), fails to have the required polymorphic type if \(M\) is a function. We will revisit this point in Section 5, after some prerequisites in the next section.

4 Parametricity Reasoning

We recall some of the basics of parametricity [17] to prove what Wadler calls “theorems for free” [21]: equational properties that follow from the type of an expression. We will use the informal style of parametricity reasoning from Section 3 of Wadler’s paper. This should really be seen as only a shorthand for explicit proofs in a parametric model [21, Section 6]. A more rigorous account of parametricity is beyond the scope of this paper. Since the main result of the present paper (Theorem 1) depends only on one well-established isomorphism (polymorphic pairs), and equational reasoning about CPS terms, the naive use of parametricity does not seem overly hazardous.

The requirement that the polymorphic target language be interpreted in a parametric model is a strong one; since we are really only interested in reasoning about elements denoted by expressions, it may be possible to relax it. As an alternative to using a parametric model, it may also be possible to adapt the operational techniques developed by Pitts [15] for an operational semantics of the target language.

The following \(\beta\) and \(\eta\)-laws are assumed for the target language:

\[
\begin{align*}
(\lambda x : A.M)N &= M[x \mapsto N] \\
\pi_j(M_1, M_2) &= M_j \\
(\Lambda \alpha.M)[B] &= M[\alpha \mapsto B] \\
\lambda y.My &= M \quad (y \text{ not free in } M) \\
(\pi_1 M, \pi_2 M) &= M \\
\Lambda \alpha.M[\alpha] &= M \quad (\alpha \text{ not free in } M)
\end{align*}
\]

Informally, the assumption is that parametric functions work the same for all types. They cannot, for instance, dispatch on the type of their argument. A consequence of this requirement is that polymorphic functions are constrained in their behaviour: for instance, the only function polymorphic enough to have the type \(\forall \alpha. \alpha \to \alpha\) is the identity, since the only value always guaranteed to be of the required result type \(\alpha\) is the argument of the function.

To reason about parametricity, each operation on types is extended to an operation on relations. We write \(R : A \leftrightarrow A'\) if \(R\) is a relation between \(A\) and \(A'\).

- Let \(R_1 : A \leftrightarrow A'\) and \(R_2 : B \leftrightarrow B'\) be relations. Then we define a relation \(R_1 \rightarrow R_2 : (A \to B) \leftrightarrow (A' \to B')\) by \((F, F') \in R_1 \rightarrow R_2\) iff for all \((V, V') \in R_1\), \((FV, F'V') \in R_2\).
We define $R_1 \times R_2 : A \times B \leftrightarrow A' \times B'$ by $\{(V,W), (V'W')\} \in R_1 \times R_2$ iff $(V,V') \in R_1$ and $(W,W') \in R_2$.

For each base type (in our case just $\mathbb{N}$), there is a corresponding relation given by the identity: $R_\mathbb{N} = \{(V,V) \mid V \in \mathbb{N}\}$.

Let $R$ be a function that maps relations to relations. We define a relation $\forall R$ as follows: $(V,V') \in \forall R$ iff for all types $A, A'$, for all relations $R : A \leftrightarrow A'$, $(V,V') \in R(R)$.

The parametricity theorem states that for each $M$ of type $A$, $M$ is related to itself by the relation corresponding to $A$. As Wadler has argued, a particularly useful instance is to take the (the graphs of) functions as relations. The simplest example is the following. For any $K$ of type $\forall \alpha. (A \to \alpha) \to \alpha$, the identity

$$KP = P(K(\lambda x : A.x))$$

holds. Intuitively, all $K$ can do is apply its argument to something, and return the result. Thus on the left-hand side, $P$ is applied to some value. On the right-hand side, $(\lambda x.x)$ is applied to the same value, so that the expression $K(\lambda x.x)$ yields this value, to be fed to $P$. The parametricity argument is as follows: we have $((\lambda x : A.x), P) \in A \to P$. By specializing, $K$ has type $(A \to A) \to A$. Furthermore, as $(K,K) \in (A \to P) \to P$, we have $(K(\lambda x : A.x), KP) \in P$, that is, $P(K(\lambda x : A.x)) = KP$.

A curried function can be pushed through a suitably polymorphic function $G$ in a similar fashion. The identity looks a little more complicated due to the need for some currying and uncurrying. Let $G : \forall \alpha. (A \to B \to \alpha) \to \alpha$ and $P : A \to B \to C$. Then

$$GP = P(\pi_1 (G(\lambda ab.(a,b))))(\pi_2 (G(\lambda ab.(a,b))))$$

To prove this, we define a relation $R : A \times B \leftrightarrow C$ by $(V,W) \in R$ iff $P(\pi_1 V)(\pi_2 V) = W$. Then $((\lambda ab.(a,b)), P) \in (A \to B \to R)$. Since $G : (A \to B \to R) \to R$, this implies that $(G(\lambda ab.(a,b)), GP) \in R$. By definition of $R$, this means that

$$GP = P(\pi_1 (G(\lambda ab.(a,b))))(\pi_2 (G(\lambda ab.(a,b))))$$

as required.

**Definition 4.** For types $A$ and $B$, we define functions $i_{A,B}$ and $j_{A,B}$ as follows:

$$i_{A,B} = \lambda (a,b). \lambda f.fab$$

$$j_{A,B} = \lambda g. g(\lambda ab.(a,b))$$

We usually omit the type subscripts. We will need the following standard result:
Lemma 1. The functions $i$ and $j$ defined in Definition 4 are inverses.

Proof. (Sketch) That $i \circ j$ is the identity follows by straightforward calculation. For the other composition, $j \circ i$, we outline the following argument (which could be made more precise in a parametric model).

$$(j \circ i)g = ((\lambda(a, b). \lambda p.pab) \circ (\lambda q.(\lambda ab.(a, b)))) g$$

$$= (\lambda(a, b). \lambda p.pab)(g(\lambda ab.(a, b)))$$

$$= (\lambda z. \lambda p.(\pi_1 z)(\pi_2 z))(g(\lambda ab.(a, b)))$$

$$= \lambda p.(\pi_1 (g(\lambda ab.(a, b))))(\pi_2 (g(\lambda ab.(a, b))))$$

$$= \lambda p.\lambda z.\pi_1 z(\pi_2 z)$$

Hence $(j \circ i)g = g$, that is, $j \circ i$ is the identity. \qed

We will need the isomorphism from Lemma 1 in Section 6, and use an argument similar to its proof in Section 5.

5 Control and the $\eta$-Law

In this section, we come to our first application of the polymorphic typing and parametricity reasoning. The Plotkin CPS transform $(-)$ is considered a call-by-name transform, since it validates the full $\beta$-law:

$$\lambda x. M N = M[x \mapsto N]$$

for any term $N$, in contrast to the call-by-value transform. However, it does not a priori satisfy the $\eta$-law, in the sense that the CPS transforms of $M$ and $\lambda x. M x$ (where $x$ is fresh) are not $\beta\eta$-equivalent. For this reason, some authors prefer to call the Plotkin CPS transform $(-)$ a lazy, rather than a genuine call-by-name transform. To see the problem with the $\eta$-law, consider how $\lambda x. M x$ is transformed into CPS:

$$\lambda x. M x = \lambda k_0. k_0 (\lambda x k_1.M (\lambda m. m x k_1))$$

Considered as untyped expressions, there is no reason why the above and $M$ could be identified. For instance, $k_0$ could be a function that ignores its argument.

In fact, if we add strict sequencing to the source language, then we can find a source language context that invalidates the $\eta$-law. Recall that the sequencing operation was defined as

$$M ; N = \lambda k. M(\lambda m. N k) \quad \text{where } m \text{ is not free in } N.$$
Proposition 2. In the language extended with strict sequencing, \( y \) and \( \lambda x. yx \) can be separated: for any terms \( P \) and \( Q \), there exists a context \( C \) such that
\[
C[y] = P \\
C[\lambda x. yx] = Q
\]

Proof. Let \( C = K(\lambda k.((\lambda y.[])((k(\lambda q.P))));(\lambda b.b)))Q \). \( \square \)

However, if CPS terms are restricted by polymorphic typing as given in Definition 3, then the \( \eta \)-law holds. Intuitively, one see this as follows. If \( M \) has type \( A \rightarrow B \), then the CPS transformed term \( M \) expects a continuation with the type \( \forall \alpha.(A^+ \rightarrow B^\circ \rightarrow \alpha) \rightarrow \alpha \). This continuation is restricted by its polymorphic typing in what it can do: it can only supply arguments of type \( A^+ \) and \( B^\circ \) to its argument. But it cannot, for instance, just ignore its argument.

Proposition 3. Suppose \( \vdash M : A \rightarrow B \) and \( x \) is not free in \( M \). Then
\[
M = \lambda x. M x
\]

Proof. (Sketch) Note that \( \vdash M : (\forall \alpha.(A^+ \rightarrow B^\circ \rightarrow \alpha) \rightarrow \alpha_1 \) and
\[
\lambda x. M x = \lambda k. k(\lambda y. M (\lambda m. mxy)).
\]
Assume \( K : \forall \alpha.(A^+ \rightarrow B^\circ \rightarrow \alpha) \rightarrow \alpha \). Define a relation
\[
R : (\forall \alpha.(A^+ \rightarrow B^\circ \rightarrow \alpha) \rightarrow \alpha) \leftrightarrow \alpha_1
\]
by \((N(\lambda xy. \lambda m. mxy), L) \in R \) iff \( MN = L \). Then
\[
((\lambda xy. \lambda m. mxy), (\lambda xy. M (\lambda m. mxy))) \in (A^+ \rightarrow B^\circ \rightarrow R)
\]
Hence, by applying \( K \), with \( \alpha \) instantiated to \( R \), we have
\[
((K(\lambda xy. \lambda m. mxy)), (K(\lambda xy. M (\lambda m. mxy)))) \in R
\]
By definition of \( R \), this implies
\[
MK = K(\lambda xy. M (\lambda m. mxy))
\]
Hence
\[
M = \lambda k. Mk = \lambda k. k(\lambda xy. M (\lambda m. mxy))
\]
as required. \( \square \)

6 Equivalence of the Call-by-Name Transforms

In this section, we use the polymorphic pair isomorphism to construct an isomorphism between the Plotkin and Streicher call-by-name transforms. We cannot expect the two call-by-name CPS transforms to produce terms that are equal
in the sense of $\beta\eta$-equality in all cases. They employ, after all, different calling conventions. Rather, it is possible to translate back and forth between the results of the transforms. To do so, a function is mapped to a function which first translates its argument, then applies the original function, and then translates the result in the opposite direction. Hence the translation at a function type $A \to B$ is defined inductively in terms of the translation at the argument type $A$ and the reverse translation at the result type $B$. This technique of inductively defined back-and-forth translation is very similar to the construction of a retraction between direct and continuation semantics by Meyer and Wand [12].

For making definitions that follow the structure of types, it is convenient to have operations on terms that parallel those on types.

**Definition 5.** We define some combinators as follows:

$$\circ : (B \to C) \to (A \to B) \to (A \to C)$$

$$f \circ g = \lambda x.f(gx)$$

$$\text{id}_A : A \to A$$

$$\text{id}_A = \lambda x.x$$

$$\neg : (A \to B) \to (B \to \alpha_1) \to (A \to \alpha_1)$$

$$\neg = \lambda f.\lambda p.p \circ f = \lambda f.p.a.p(fa)$$

The functoriality of these operators makes calculations a little more structured. Concretely, we have equational laws like

$$\neg(f \circ g) = \neg g \circ \neg f$$

$$(f_1 \times g_1) \circ (f_2 \times g_2) = ((f_1 \circ f_2) \times (g_1 \circ g_2))$$

**Definition 6.** For any type $A$, we define $I_A : A^\circ \to A^\circ$ and $J_A : A^\circ \to A^\circ$ by simultaneous induction over $A$ as follows:

$$I_N = \text{id}_{\neg N}$$

$$I_{A \to B} = \neg A^\circ \times B^\circ \circ (\neg J_A \times I_B)$$

$$J_N = \text{id}_{\neg N}$$

$$J_{A \to B} = (\neg I_A \times J_B) \circ j_{\neg A^\circ \times B^\circ}$$

The type subscripts on $I$ and $J$ will occasionally be omitted to avoid clutter.

**Lemma 2.** For all types $A$, we have $J_A \circ I_A = \text{id}_{A^\circ}$ and $I_A \circ J_A = \text{id}_{A^\circ}$. 


Lemma 3. Let \( N \) be a term such that \( I \vdash N : A \). Let \( \sigma \) and \( \sigma' \) be substitutions such that for all \( x \) free in \( N \), \( \sigma(x) \) is closed with \( \sigma(x) = \neg I(\sigma'(x)) \). Then

\[
N^* \sigma = \neg I_A N \sigma'
\]

Proof. Induction on \( N \), using the definitions and functoriality of \( I \) and \( J \). As an example, the case for \( KM \) is as follows. First, by the definitions of \( KM \) as well as \( I \) and \( J \), we calculate:

\[
\begin{align*}
\neg I(KM) &= KM \circ I \\
&= (\lambda k. M(\lambda m. (\lambda p. (\lambda x k'. x k)))k) \circ I \\
&= \lambda q. M(\lambda m. (\lambda p. (\lambda x k'. x (I q)))((I q)) \\
&= \lambda q. M(i(\lambda p. (\lambda x k'. x (I q))),(I q)) \\
&= \lambda q. M(i((\neg J \times I)((\lambda (x, q'). x q), q))) \\
&= \lambda q. M((\neg I M)(\lambda q'. x q), q) \\
&= \lambda q. M((\neg I M)((\lambda (x, q'). x q), q)
\end{align*}
\]

Here we have used

\[
\neg J(\lambda (x, q'). x q) = \lambda p. (\lambda x k'. x (I q))
\]

which follows from parametricity. Now suppose we have substitutions \( \sigma \) and \( \sigma' \) as above. Then

\[
\begin{align*}
(\neg I(KM)) \sigma' &= (\lambda q. (\neg I M)((\lambda (x, q'). x q), q)) \sigma' \\
&= (\lambda q. (\neg I M \sigma')(\lambda (x, q'). x q), q) \\
&= \lambda q. (M^* \sigma)((\lambda (x, q'). x q), q) \quad \text{by the induction hypothesis} \\
&= ((KM)^*) \sigma
\end{align*}
\]

Hence for \( N = KM \), we have shown that \( N^* \sigma = \neg I_N \sigma' \), as required.

We can now establish the main result. For closed terms of ground type, the transforms agree when both are given the identity as the top level continuation.

Theorem 1. Let \( \vdash M : \mathbb{N} \). Then

\[
M = M^*
\]

Proof. The statement follows from Lemma 3, since \( \neg I_{\mathbb{N}} = \neg \text{id}_{\mathbb{N}} = \text{id}_{\neg \cdot \mathbb{N}} \) is the identity. \( \square \)
7 Conclusions

We have used answer type polymorphism to analyze call-by-name continuation passing, building on and connecting earlier work on linear CPS [1,11] and answer type polymorphism [20]. The earlier paper on control effects in call-by-value [20], built on the isomorphism between any type and its polymorphic double negation:

$$\forall \alpha. (A \to \alpha) \to \alpha \cong A$$

In the present paper, we have used the very similar isomorphism giving the polymorphic encoding of pairs:

$$\forall \alpha. (A \to B \to \alpha) \to \alpha \cong A \times B$$

It is striking, however, that in the case of call-by-value, the CPS terms are parametrically polymorphic, whereas in call-by-name the continuation is polymorphic in the functional value passed to it. Similarly, in call-by-value, continuations tend to be linearly used, while in call-by-name they are themselves linear. At first sight, this reversal between term and continuation may seem reminiscent of a duality [4], but any such resemblance may well be accidental. After all, the polymorphism in the call-by-value setting holds only for some functions (without control effects), whereas in the call-by-name setting it holds for all functions, regardless of how the control operator is applied.

O’Hearn and Reynolds have used a translation to polymorphic $\lambda$-calculus to analyse state in programming languages [14]. The approach in this paper is similar in that the polymorphism does not arise from polymorphism in the (source) programming language itself, but from the stylized way in which effects operate.

In the light of the earlier paper [20] and Laurent’s observation of linearity in call-by-name continuation passing [11], it may be useful to combine polymorphism and linearity, as in:

$$(A \to B)^\circ = \forall \alpha. (A^+ \to B^\circ \to \alpha) \circ \alpha.$$  

It has been shown, first for call-by-value [20] and now in this paper for call-by-name, that CPS transforms with their rich (and impredicative) polymorphic typing of answer types are a fruitful application of relational parametricity. A more semantic study, also incorporating recursion, could be interesting.
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Abstract. Types are often used to control and analyze computer programs. Intersection types give great flexibility, but have been difficult to implement. The ! operator, used to distinguish between linear and non-linear types, has good potential for better resource-usage tracking, but has not been as flexible as one might want and has been difficult to use in compositional analysis. We introduce System E, a type system with expansion variables, linear intersection types, and the ! type constructor for creating non-linear types. System E is designed for maximum flexibility in automatic type inference and for ease of automatic manipulation of type information. Expansion variables allow postponing the choice of which typing rules to use until later constraint solving gives enough information to allow making a good choice. System E removes many difficulties that expansion variables had in the earlier System I and extends expansion variables to work with ! in addition to the intersection type constructor. We present subject reduction for call-by-need evaluation and discuss program analysis in System E.

1 Discussion

1.1 Background and Motivation

Many current forms of program analysis, including many type-based analyses, work best when given the entire program to be analyzed [21,7]. However, by their very nature, large software systems are assembled from components that are designed separately and updated at different times. Hence, for large software systems, a program analysis methodology will benefit greatly from being compositional, and thereby usable in a modular and incremental fashion.

Type systems for programming languages that are flexible enough to allow safe code reuse and abstract datatypes must support some kind of polymorphic types. Theoretical models for type polymorphism in existing programming languages (starting in the 1980s through now) have generally obtained type polymorphism via ∀ (“for all”) [15,6] and ∃ (“there exists”) quantifiers [13] or closely related methods. Type systems with ∀ and ∃ quantifiers alone tend to

\* Supported by grants: EC FP5 IST-2001-33477, EPSRC GR/L 41545/01, NATO CRG 971607, NSF 0113193 (ITR), Sun Microsystems EDUD-7826-990410-US.
be inadequate for representing modular program analysis results, because such systems fail to have principal typings \[22,7\] where each typable term has a best typing that logically implies all of its other typings. (Do not confuse this with the much weaker property often (mis)named “principal types” associated with the Hindley/Milner type system \[12,5\] used by Haskell, OCaml, Standard ML, etc.) In contrast, intersection type systems often have principal typings (see \[8\] for a discussion), leading to our interest in them.

Beyond basic type safety, type-based analyses can find information useful for other purposes such as optimization or security analysis. Linear type systems, with a \(!\) operator for distinguishing between linear and non-linear types, are good for more accurate tracking of resource usage, but have not been as flexible as one might want \[19,20,17,16,11\]. Also, polymorphic linear type systems usually rely on quantifiers and thus are not suited for compositional analysis.

Several years ago, we developed a polymorphic type system for the \(\lambda\)-calculus called System I \[8\]. System I uses intersection types together with the new technology of expansion variables and has principal typings. Although the resulting program analysis can be done in a fully modular manner, there are many drawbacks to System I. The types are nearly linear (actually affine, i.e., used once or discarded) and multiple use of anything requires having intersection types with one branch for each use. An implication is that for any \(k\) there are simply-typable \(\lambda\)-terms that are not typable at rank \(k\) in System I. In contrast, rank 0 usually has the power of simple types and rank 2 usually contains the typing power of the Hindley/Milner system. System I does not have subject reduction, a basic property desired for any type system. And also, quite painfully, the substitutions used in type inference for System I do not support composition.

Some of System I’s problems seemed solvable by allowing non-linear types. Also, we wanted analysis systems that can track resource usage. Toward these goals, we investigated combining the (nearly) linear intersection types of System I with the \(!\) operator of linear type systems for controlled introduction of non-linear types. Because implementing intersection types has historically been hard, an additional goal was easier implementation. Our investigation led to System E.

### 1.2 Expansion and Expansion Variables

We solve the problems mentioned above with a new type system named System E that improves on previous work in the way it uses expansion variables (E-variables) to support expansion. This section gives a gentle, informal introduction to the need for expansion and how E-variables help.

Consider two typing derivations structured as follows, where \(\lambda\) and \(!\) represent uses of the appropriate typing rules:

\[
M : \begin{array}{c}
\lambda f. \\
\| ! x \\
f \quad \lambda x. \\
\| ! \end{array}
\]

\[
N : \begin{array}{c}
\lambda g. \\
\| ! y \\
g \quad \lambda y. \\
\| ! \end{array}
\]

In System E, the typing rules are as follows:

- **Type Formation**: \(\Gamma \vdash A : \tau\)
- **Type Inference**: \(\Gamma \vdash \lambda x. M : \tau x\)
- **Application**: \(\Gamma \vdash (MN) : \tau f\)
- **Variable**: \(\Gamma \vdash \alpha : \tau\)
- **Product**: \(\Gamma \vdash \langle MN \rangle : \tau f\)
- **Sum**: \(\Gamma \vdash \| ! f\)
In a standard intersection type system, the derived result types could be these:

\[ M : ((\alpha \to \alpha) \to \beta) \to \beta \quad N : (\beta' \to \gamma') \cap (\alpha' \to \beta') \to \alpha' \to \gamma' \]

In order to type the application \( M \circ N \), we must somehow “unify” \( \tau_1 \) and \( \tau_2 \). We could first unify the types \( (\beta' \to \gamma') \) and \( (\alpha' \to \beta') \) to collapse the intersection type \( (\beta' \to \gamma') \cap (\alpha' \to \beta') \), but this would lose information and is not the approach we want to follow for full flexibility. Historically, in intersection type systems the solution has been to do expansion \([4]\) on the result type of \( M \):

\[ M : ((\alpha_1 \to \alpha_1) \cap (\alpha_2 \to \alpha_2) \to \beta) \to \beta \] (1)

Then, the substitution \((\alpha_1 := \alpha', \beta' := \alpha', \alpha_2 := \alpha', \gamma' := \alpha', \beta := \alpha' \to \alpha')\) makes the application \( M \circ N \) typable.

What justified the expansion we did to the result type of \( M \)? The expansion operation above effectively altered the typing derivation for \( M \) by inserting a use of intersection introduction at a nested position in the previous derivation, transforming it into the following new derivation, where \( \cap \) marks a use of the intersection-introduction typing rule:

\[
\begin{array}{c}
\lambda x. f.
\end{array}
\]

\[
\cap
\]

\[
\begin{array}{c}
\lambda f.
\end{array}
\]

\[
\cap
\]

\[
\begin{array}{c}
\lambda x.
\end{array}
\]

\[
\cap
\]

\[
\begin{array}{c}
\lambda x.
\end{array}
\]

\[
\begin{array}{c}
x
\end{array}
\]

\[
\begin{array}{c}
x
\end{array}
\]

Expansion variables are a new technology for simplifying expansion and making it easier to implement and reason about. Expansion variables are placeholders for unknown uses of other typing rules, such as intersection introduction, which are propagated into the types and the type constraints used by type inference algorithms. The E-variable-introduction typing rule works like this (in traditional notation, not as stated later in the paper), where “\( e \ A \)” sticks the E-variable \( e \) on top of every type in the type environment \( A \):

\[
(E\text{-variable}) \quad A \vdash M : \tau \quad e \ A \vdash M : e \tau
\]

Type-level substitutions in System E substitute types for type variables, and expansions for expansion variables. An expansion is a piece of syntax standing for some number of uses of typing rules that act uniformly on every type in a judgement. The most trivial expansion, \( \Box \), is the identity. Intersection types can also be introduced by expansion; for example, given \( M : (e (\alpha \to \alpha) \to \beta) \to \beta \), applying the substitution \( e := \Box \cap \Box \) to this typing yields \( M : ((\alpha \to \alpha) \cap (\alpha \to \alpha) \to \beta) \to \beta \). Substitutions are also a form of expansion; if we apply the substitution \( e := (\alpha := \alpha_1) \cap (\alpha := \alpha_2) \) to \( M \), we get the expanded typing given for \( M \) in (1) above.

Including substitutions as a form of expansion makes expansion variables effectively establish “namespaces” which can be manipulated separately. For
which has

1.3 Summary of Contributions

In System E, applying a typing rule that assigns the type $\omega$ (introduced in [4]) to any term. If we apply the substitution $e := \omega$ to the typing of $M$ above, inside the typing derivation the result $\lambda x. x$ becomes $\omega$. Operationally, a term which has type $\omega$ can only be passed around and must eventually be discarded.

The types in System E are by default linear. For example, $(\alpha_1 \to \alpha_1) \cap (\alpha_2 \to \alpha_2)$ is the type of a function to be used exactly twice, once at type $\alpha_1 \to \alpha_1$, and once at $\alpha_2 \to \alpha_2$. The ! operator creates a non-linear type allowing any number of uses, including 0. Subtyping rules for weakening (discarding), dereliction (using once), and contraction (duplicating) give this meaning to non-linear types. Introduction of ! is another possible case of expansion in System E.

The structure of expansions pervades every part of the design of System E. The main sorts of syntactic entities are types, typing constraints, skeletons (System E’s proof terms), and expansions. Each of these sorts has cases for E-variable application, intersection, $\omega$, and the ! operator. Other derived notions such as type environments also effectively support each of these operations. This common shared structure is the key to why System E works.

1.3 Summary of Contributions

We introduce System E and present its important properties. The proofs are in a separate long paper. System E improves on previous work as follows:

1. System E is the first type system to combine expansion variables, intersection types, the ! operator, and subtyping. Although not formally proved, we are confident that nearly every type system from the intersection type literature (without $\forall$ quantifiers) can be embedded in System E by putting enough !s in the types. System E has the polyvariant analysis power of intersection types together with the resource tracking power of linear types.

2. System E more cleanly integrates the notion of expansion from the intersection type literature (see [18] for an overview) with substitution. Unlike in System I, expansion is interleaved with substitution and, as a result, both expansions and substitutions are composable. Non-composable substitutions in System I made both proofs and implementations difficult.

3. System E cleanly supports associativity and commutativity of the intersection type constructor together with related laws that smoothly integrate intersection types with the ! type constructor.

4. System E generalizes previous notions of expansion. In System E’s approach, expansion variables stand for any use of typing rules that operate uniformly on the result and environment types and do not change the untyped $\lambda$-term in the judgement. In System E, such rules include not only the intersection introduction rule but also rules for ! and type-level substitution. System E is the first to support such flexible expansion.

5. System E removes other difficulties of its predecessor System I. There are no restrictions on placement of expansion variables or intersection type constructors. System E has subject reduction for call-by-need evaluation. (It
does not have subject reduction for call-by-name evaluation because the
type system can track resource usage precisely enough to distinguish.)

6. The uniform handling of expansion variables throughout System E makes
implementation simple. Demonstrating this, we present output in this paper
from our type inference implementation, which can be used at this URL:
http://www.macs.hw.ac.uk/ultra/compositional-analysis/system-E/

7. System E is parameterized on its subtyping relation. We present 3 different
subtyping relations with different amounts of typing power.

8. System E has additional features for flexible use. Its typing judgements have
separate subtyping constraints to support either eager or lazy constraint
solving together with its suspended expansion rule. To help both proofs and
implementations, System E’s judgements have two different kind of proof
terms, one for the analyzed program and one for the proof structure.

2 Preliminary Definitions

This section defines generic mathematical notions. Let \( h, i, j, m, n, p, \) and \( q \)
range over \( \{0, 1, 2, \ldots\} \) (the natural numbers). Given a function \( f \), let \( f[a \mapsto b] = \)
\( (f \setminus \{(a, c) | (a, c) \in f\}) \cup \{(a, b)\} \). Given a relation \( \xrightarrow{\tau} \), let \( \xrightarrow{\tau^*} \) be its transitive,
reflexive closure, w.r.t. the right carrier set. Given a context \( C \), let \( C[U] \) stand for
\( C \) with the single occurrence of \( \square \) replaced by \( U \). For example, \( (\lambda x. \square)[x] = \lambda x.x \).

If \( S \) names a set and \( \varphi \) is defined as a metavariable ranging over \( S \), let \( S^* \)
be the set of sequences over \( S \) as per the following grammar, quotiented by
the subsequent equalities, and let \( \varphi \) be a metavariable ranging over \( S^* \):

\[
\varphi \in S^* ::= \epsilon \mid \varphi \mid \varphi_1 \cdot \varphi_2 \\
\epsilon \cdot \varphi = \varphi \quad \varphi \cdot \epsilon = \varphi \quad (\varphi_1 \cdot \varphi_2) \cdot \varphi_3 = \varphi_1 \cdot (\varphi_2 \cdot \varphi_3)
\]

For example, \( n \) ranges over \( \{0, 1, 2, \ldots\}^* \) (sequences of natural numbers). Length
1 sequences are equal to their sole member.

3 Syntax

This section defines the syntactic entities by starting from the abstract syn-
tax grammars and metavariable conventions in fig. 1 and then modifying those
definitions by the equalities and well-formedness conditions that follow.

Operator precedence is defined here, including for ordinary function applica-
tion \((f(a))\) and modification \((f[a \mapsto b])\), and for operations defined later such as
expansion application \(([E]X)\) and term-variable substitution \((M_1[x:=M_2])\). The
precedence groups are as follows, from highest to lowest:

- **group 1**: \( Q_7, Q_\nu, f(a), f[a \mapsto b], M_1[x := M_2], v := \Phi \)
- **group 2**: \( e X, ! X, [E] X, (\varphi, S) \)
- **group 3**: \( X_1 \cap X_2, e/S \)
- **group 4**: \( \tau_1 \rightarrow \tau_2, M \oplus N, Q_1 \oplus Q_2 \)
- **group 5**: \( \tau_1 \leq \tau_2, \lambda x. M, \lambda x. Q \)
The sorts and their abstract syntax grammars and metavariables:

- $x, y, z \in \text{Term-Variable} ::= x, y, z$
- $V \in \text{Value} ::= x \mid \lambda x. M$
- $M, N, P \in \text{Term} ::= V \mid M \@ N$
- $C^k \in \text{Term-Context} ::= \square \mid \lambda x. C^k \mid C^k \@ M \mid M \@ C^k$
- $e, f, g \in \text{E-Variable} ::= e, f, g$
- $\alpha \in \text{T-Variable} ::= a, \bar{\alpha}$
- $\nu \in \text{Env-Subtyping} ::= x : \tau$
- $\phi \in \text{ET-Assignment} ::= \alpha ::= \tau \mid e ::= E$
- $S \in \text{ET-Substitution} ::= \Delta | \phi, S$
- $\tau \in \text{Type} ::= \tau_1 \cap \tau_2 \mid e \tau \mid ! \tau \mid \omega \mid \alpha \mid \tau_1 \rightarrow \tau_2$
- $E \in \text{Expansion} ::= E_1 \cap E_2 \mid e \ E \mid ! E \mid \omega \mid S$
- $\Delta \in \text{Constraint} ::= \Delta_1 \cap \Delta_2 \mid e \Delta \mid ! \Delta \mid \omega \mid \tau_1 \leq \tau_2$
- $Q \in \text{Skeleton} ::= Q_1 \cap Q_2 \mid e Q \mid ! Q \mid \omega^M \mid \bar{Q}$
- $Q \in \text{SimpleSkeleton} ::= x^\tau \mid \lambda x. Q \mid Q_1 \cap Q_2 \mid Q^\tau \mid Q^\omega \mid \langle Q, E \rangle$

Metavariables ranging over multiple sorts:
- $v ::= e | \alpha$
- $T ::= \tau | \Delta$
- $W ::= M \mid E \mid Q$
- $U ::= M \mid \tau \mid E \mid \Delta \mid Q$
- $\phi ::= E \mid \tau$
- $Y ::= \tau \mid E \mid \Delta$
- $X ::= \tau \mid E \mid \Delta \mid Q$

Fig. 1. Syntax grammars and metavariable conventions.

For example, $(e \alpha_1 \cap \alpha_2) \rightarrow \alpha_3 = ((e \alpha_1) \cap (e \alpha_2)) \rightarrow \alpha_3$, and $(e \alpha_1 \leq \alpha_2) = ((e \alpha_1) \leq (e \alpha_2))$, and $\lambda x. x^{\alpha_1} @ y^{\alpha_2} = \lambda x. (x^{\alpha_1} @ y^{\alpha_2})$. Application is left-associative so that $M_1 @ M_2 @ M_3 = (M_1 @ M_2) @ M_3$ (similarly for skeletons) and function types are right-associative so that $\tau_1 \rightarrow \tau_2 \rightarrow \tau_3 = \tau_1 \rightarrow (\tau_2 \rightarrow \tau_3)$.

### 3.1 Equalities

Terms and skeletons are quotiented by $\alpha$-conversion as usual, where $\lambda x. M$ and $\lambda x. Q$ bind the variable $x$.

For types and constraints, the definition provided by fig. 1 is modified by imposing several equalities for E-variable application, the $\cap$ and $!$ operators, and the $\omega$ constant. The $\cap$ operator is associative and commutative with $\omega$ as its unit. E-variable application and $!$ both distribute over $\cap$ and $\omega$. (The constant $\omega$ can be viewed as a 0-ary version of $\cap$.) The $!$ operator is idempotent and applications of E-variables and $!$ can be reordered. Formally, these rules hold:

$$
\begin{align*}
T_1 \cap T_2 &= T_2 \cap T_1 \\
T_1 \cap (T_2 \cap T_3) &= (T_1 \cap T_2) \cap T_3 \\
\omega \cap T &= T \\
e \omega &= \omega \\
e (T_1 \cap T_2) &= e T_1 \cap e T_2 \\
! \omega &= \omega \\
!(T_1 \cap T_2) &= ! T_1 \cap ! T_2 \\
! T = ! T &= ! e T \\
e T &= e T
\end{align*}
$$

Both $\alpha$-conversion and the additional rules for types and constraints are imposed as equalities, where “=” is mathematical equality (as it should be). For example, $\omega \cap \alpha = \alpha$. After this modification, the syntactic sorts are not initial algebras. The underlying formalism to realize this could be, e.g., that types are equivalence classes closed under the rules. This level of detail is left unspecified.
Because we have imposed equalities (α-conversion and the rules for \(\cap, \omega, !\), and E-variable application in types and constraints), we can not use structural recursion and induction for definitions and proofs. To solve this, we define a size function and prove an induction principle. Details are in the long paper.

### 3.2 Additional Notions

Extending E-variable application to sequences, let \(\epsilon X = X\) and \((e \cdot e) X = e (e X)\). Similarly, for environment subtyping, let \(Q^e = Q\) and \(Q^{\nu \nu} = (Q^\nu)^\nu\).

Let \(M[x := N]\) denote the usual notion of term-variable substitution in untyped terms. Let \(\text{FV}(M)\) denote the free term variables of \(M\).

Let \(\text{term}\) be the least-defined function such that:

\[
\begin{align*}
\text{term}(x^{:\tau}) &= x \\
\text{term}(\lambda x. Q) &= \lambda x. \text{term}(Q) \\
\text{term}(Q_1 @ Q_2) &= \text{term}(Q_1) @ \text{term}(Q_2) \\
\text{term}((Q, E)) &= \text{term}(Q) \\
\text{term}(\epsilon Q) &= \text{term}(Q) \\
\text{term}(Q_1 \cap Q_2) &= \text{term}(Q_1) \text{ if term}(Q_1) = \text{term}(Q_2)
\end{align*}
\]

A skeleton \(Q\) is well formed iff \(\text{term}(Q)\) is defined. For example, \(Q = x^{:\tau_1} \cap y^{:\tau_2}\) is not well formed if \(x \neq y\), because \(\text{term}(Q)\) is not defined.

**Convention 3.1** Henceforth, only well formed skeletons are considered.

### 4 Expansion Application and Type-Level Substitution

This section defines the fundamental operation of expansion application which is the basis of the key features of System E. Expansion is defined, basic properties of expansion are presented, syntactic sugar for writing substitutions (a special case of expansions) is defined, and then examples are presented.

**Definition 4.1 (Expansion Application).** Figure 2 defines the application of an expansion to E-variables, types, expansions, constraints, and skeletons.

**Lemma 4.2 (Expansion Application Properties).**

1. \(X\) and \([E] X\) have the same sort (\(\tau, E, \Delta, \) or \(Q\)).
2. Expansion application preserves untyped terms, i.e., \(\text{term}([E] Q) = \text{term}(Q)\).
3. The substitution constant \(\Box\) acts as the identity on types, expansions, constraints and skeletons, i.e., \([\Box] X = X\). □

**Lemma 4.3 (Expansion Application Composition).** Given any \(E_1, E_2, X\), \([E_1 E_2] X = [E_1] [E_2] X\). □
Let $E_1; E_2 = [E_2] E_1$ (composition of expansions). By lem. 4.3, the “;” operator is associative. Although $E_1; E_2$ is not much shorter than $[E_2] E_1$, it allows writing, e.g., $S_1; S_2; S_3; S_4; S_5$, which is easier to follow than $[S_5] [S_4] [S_3] [S_2] S_1$.

An assignment $\phi$ may stand for $S = (\phi, \square)$ and is to be interpreted that way if at all possible. The higher precedence of $(v := \Phi)$ over $(\phi, S)$ applies here. For example, $e_1 := e_2 := S_2, e_3 := S_3$ stands for $(e_1 := (e_2 := S_2))$, $e_3 := S_3$ which stands for $(\langle e_1 := ((e_2 := S_2), \square) \rangle, (e_3 := S_3), \square)$.

Let $e/S$ stand for $(e := e S)$. Thus, $e/S$ stands for $(\langle e := e S), \square)$ when possible. The “;” notation builds a substitution that affects variables underneath an E-variable, because $[e/S]e X = e [S] X$ and $[e/S] X = X$ if $X \neq e X'$. For example, $S = (e_0/(a_1 := \tau_1, a_0 := \tau_0)$ stands for $S = (e_0 := e_0 (a_1 := \tau_1, \square), a_0 := \tau_0, \square)$ and in this case $[S] (e_0 a_1 \rightarrow a_0) = e_0 \tau_1 \rightarrow \tau_0$. We extend this notation to E-variable sequences so that $e \cdot e/S$ stands for $e/e/S$ and $e/S$ stands for $S$.

**Example 4.4.** E-variables effectively establish namespaces and substituting an expansion for an E-variable can merge namespaces. Define the following:

\[ \tau_1 = e_1 a_0 \rightarrow a_0 \quad S_1 = (e_1 := \square) \quad S_2 = (a_0 := \tau_2) \]

Then these facts hold:

\[
\begin{align*}
[S_2] \tau_1 &= e_1 a_0 \rightarrow \tau_2 & [S_1] \tau_1 &= a_0 \rightarrow a_0 \\
[S_2] [S_1] \tau_1 &= \tau_2 \rightarrow \tau_2 & S_1; S_2 &= (e_1 := (a_0 := \tau_2), a_0 := \tau_2)
\end{align*}
\]

In $[S_2] \tau_1$, the T-variable $a_0$ inside the E-variable $e_1$ is effectively distinct from the T-variable $a_0$ outside $e_1$, so the substitution only replaces the outer $a_0$. The operation $[S_1] \tau_1$ replaces $e_1$ by the empty expansion (which is actually the identity substitution), and this effectively lifts the inner $a_0$ into the root namespace, so that $[S_2] [S_1] \tau_1$ replaces both occurrences of $a_0$. \[\square\]
Example 4.5. The composition $S; S'$ may take operations in one namespace in $S$ and duplicate them to multiple namespaces in $S; S'$. Define the following:

$$\tau_1 = e_1 a_0 \to a_0 \quad S_3 = (e_1 := e_2 \Box) \quad S_4 = (e_2/(a_0 := \tau_1))$$

Then these facts hold:

$$[S_4] [S_3] \tau_1 = e_2 \tau_1 \to a_0 \quad S_3; S_4 = (e_1 := e_2 (a_0 := \tau_1), e_2/(a_0 := \tau_1))$$

Both $S_4$ and its assignment ($a_0 := \tau_1$) appear in $S_3; S_4$. In general, arbitrary pieces of $S'$ may appear in $S; S'$ copied to multiple places. Thus, an implementation should either compose lazily or share common substructures.

Example 4.6. Substitutions can act differently on distinct namespaces and then merge the namespaces afterward. This is essential for composing substitutions. The key design choice making this work is making substitutions be the leaves of expansions. Define the following:

$$\tau = e_1 a_0 \to a_0 \quad S_5 = e_1/(a_0 := \tau') \quad S_6 = (e_1 := \Box)$$

These facts hold:

$$[S_5] \tau = e_1 \tau' \to a_0$$
$$[S_6] \tau = a_0 \to a_0$$
$$S_5; S_6 = (e_1 := (a_0 := \tau'), e_1 := \Box) \quad [S_6] [S_5] \tau = \tau' \to a_0$$
$$[S_5; S_6] \tau = \tau' \to a_0$$

A “flat” substitution notion (as in System I [8]) which does not interleave expansions and substitutions can not express the composition $S_5; S_6$.

The substitution $S_5; S_6$ has an extra assignment ($e_1 := \Box$) at the end which has no effect (other than uglifying the example), because it follows the assignment ($e_1 := (a_0 := \tau')$). The substitution $S_5; S_6$ is equivalent to the substitution $S_7 = (e_1 := (a_0 := \tau'))$, in the sense that $[S_5; S_6] X = [S_7] X$ for any $X$ other than a skeleton with suspended expansions. Expansion application could have been defined to clean up redundant assignments, but at the cost of complexity.

5 Type Environments and Typing Rules

This section presents the type environments and typing rules of System E. Also, the role of skeletons is explained.

A type environment is a total function from term variables to types which maps only a finite number of variables to types other than $\omega$. Let $A$ and $B$ range over type environments. Make the following definitions:

$$[E] A = \{ (x, [E] A(x)) \mid x \in \text{Term-Variable} \}$$
$$A \cap B = \{ (x, A(x) \cap B(x)) \mid x \in \text{Term-Variable} \}$$
$$e A = [e \Box] A = \{ (x, e A(x)) \mid x \in \text{Term-Variable} \}$$
$$! A = ![\Box] A = \{ (x, ! A(x)) \mid x \in \text{Term-Variable} \}$$
$$\text{env}_\omega = \{ (x, \omega) \mid x \in \text{Term-Variable} \}$$
(abstraction) \[ (\lambda x. M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta \]
\[ (\lambda x. M \triangleright \lambda x. Q) : \langle A[x \mapsto \omega] \vdash A(x) \rightarrow \tau \rangle / \Delta \]

(application) \[ (M_1 \triangleright Q_1) : \langle A_1 \vdash \tau_1 \rightarrow \tau_2 \rangle / \Delta_1; \quad (M_2 \triangleright Q_2) : \langle A_2 \vdash \tau_2 \rangle / \Delta_2 \]
\[ (M_1 \triangleright M_2 \triangleright Q_1 \triangleright Q_2) : \langle A_1 \cap A_2 \vdash \tau_1 \rangle / \Delta_1 \cap \Delta_2 \]

(variable) \[ (x \triangleright x : \tau) : \langle (x : \tau) \vdash \tau \rangle / \omega \]
\[ (M \triangleright M) : \langle \text{env}_\omega \vdash \omega \rangle / \omega \]

(omega) \[ (M \triangleright Q_1) : \langle A_1 \vdash \tau_1 \rangle / \Delta_1; \quad (M \triangleright Q_2) : \langle A_2 \vdash \tau_2 \rangle / \Delta_2 \]
\[ (M \triangleright Q_1 \cap Q_2) : \langle A_1 \cap A_2 \vdash \tau_1 \cap \tau_2 \rangle / \Delta_1 \cap \Delta_2 \]

(bang) \[ (M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta \]
\[ (M \triangleright ! Q) : \langle ! A \vdash ! \tau \rangle / ! \Delta \]
\[ (M \triangleright \text{E}) : \langle [E] A \vdash [E] \tau \rangle / [E] \Delta \]
\[ (M \triangleright Q) : \langle A \vdash \tau_1 \rangle / \Delta \]

(result) \[ (M \triangleright Q^\tau_2) : \langle A \vdash \tau_2 \rangle / \Delta \sqcap (\tau_1 \leq \tau_2) \]

(subtyping) \[ (M \triangleright Q) : \langle A[x \mapsto \tau_2] \vdash \tau_1 \rangle / \Delta \sqcap (\tau_2 \leq A(x)) \]

---

Fig. 3. Typing rules.

Let \((x_1 : \tau_1, \cdots, x_n : \tau_n)\) abbreviate env_\omega[x_1 \mapsto \tau_1] \cdots [x_n \mapsto \tau_n].\) Observe, for every \(E_1, E_2, A,\) and \(x,\) that \([E_1 \cap E_2] A = [E_1] A \cap [E_2] A,\) that \((e A)(x) = e A(x),\) that \(! A(x) = ! A(x),\) that env_\omega = \([\omega] A,\) that \([E] A[x \mapsto \tau] = ([E] A)[x \mapsto [E] \tau],\) and that \([E] (A \cap B) = [E] A \cap [E] B.\)

The typing rules of System E are given in fig. 3. The typing rules derive judgements of the form \((M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta.\) The pair \(\langle A \vdash \tau \rangle\) of a type environment \(A\) and a result type \(\tau\) is called a typing. The intended meaning of \((M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta\) is that \(Q\) is a proof that \(M\) has the typing \(\langle A \vdash \tau \rangle,\) provided that the constraint \(\Delta\) is solved w.r.t. some subtyping relation.

The precise semantic meaning of a typing \(\langle A \vdash \tau \rangle\) depends on the subtyping relation that is used. The typing rules avoid specifying whether a constraint \(\Delta\) is solved to allow the use of different subtyping relations, depending on the user’s needs. Subtyping relations for System E are discussed in sec. 6.

A skeleton \(Q\) is a special kind of term that compactly represents a tree of typing rule uses that derives a judgement for the untyped term given by term(Q). Thus, a skeleton is basically a typing derivation.

**Definition 5.1 (Valid Skeleton).** A skeleton \(Q\) is valid iff there exist \(M, A, \tau, \) and \(\Delta\) such that \((M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta.\)

**Lemma 5.2 (Valid Skeletons Isomorphic to Typing Derivations).** If \((M_1 \triangleright Q) : \langle A_1 \vdash \tau_1 \rangle / \Delta_1\) and \((M_2 \triangleright Q) : \langle A_2 \vdash \tau_2 \rangle / \Delta_2,\) then term(Q) = \(M_1 = M_2, A_1 = A_2, \tau_1 = \tau_2, \) and \(\Delta_1 = \Delta_2.\)
Subtyping rules for $\preceq_{\text{refl}}, \preceq_{\text{nlin}}, \preceq_{\text{flex}}$:

\[
\begin{align*}
\tau & \preceq \tau \quad \text{(refl-\preceq)} \\
\frac{\tau_1 \preceq \tau_2 \quad \tau_2 \preceq \tau_3}{\tau_1 \preceq \tau_3} \quad \text{(trans-\preceq)} \\
\frac{\tau_1 \preceq \tau_2}{\mathbf{e} \tau_1 \preceq \mathbf{e} \tau_2} \quad \text{(e-\preceq)} \\
\frac{\tau_3 \preceq \tau_1 \quad \tau_2 \preceq \tau_4}{\tau_1 \rightarrow \tau_2 \preceq \tau_3 \rightarrow \tau_4} \quad \text{(!-\preceq)} \\
\frac{\tau_1 \preceq \tau_3 \quad \tau_2 \preceq \tau_4}{\tau_1 \rightarrow \tau_3 \preceq \tau_3 \cap \tau_4 \rightarrow \tau_2} \quad \text{(%-\preceq)} \\
\frac{e}{\mathbf{e} \tau \preceq \mathbf{e} \tau} \quad \text{(e-\rightarrow-\preceq)} \\
\frac{\tau \rightarrow \tau \preceq \tau}{\rightarrow-\preceq} \\
\end{align*}
\]

Subtyping rules for $\preceq_{\text{nlin}}, \preceq_{\text{flex}}$:

\[
\begin{align*}
\frac{\tau \preceq \omega}{\text{weak-\preceq}} \\
\frac{\tau \preceq ! \tau}{(\text{derel-\preceq})} \\
\frac{\tau \preceq ! \tau \cap ! \tau}{\text{(contr-\preceq)}} \\
\end{align*}
\]

Subtyping rules for $\preceq_{\text{flex}}$:

\[
\begin{align*}
\frac{e (\tau_1 \rightarrow \tau_2) \preceq e \tau_1 \rightarrow e \tau_2}{\text{(e-\rightarrow-\preceq)}} \\
\frac{!(\tau_1 \rightarrow \tau_2) \preceq ! \tau_1 \rightarrow ! \tau_2}{\text{(!-\rightarrow-\preceq)}} \\
\frac{\omega \preceq \omega \rightarrow \omega}{\text{(\omega-\rightarrow-\preceq)}} \\
\frac{(\tau_1 \rightarrow \tau_3) \cap (\tau_2 \rightarrow \tau_4) \preceq (\tau_1 \cap \tau_2) \rightarrow (\tau_3 \cap \tau_4)}{(\text{\cap-\rightarrow-\preceq)}} \\
\end{align*}
\]

Fig. 4. Subtyping rules.

**Convention 5.3** Henceforth, only valid skeletons are considered.

Let typing, constraint, tenv, and rtype be functions s.t. $(M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta$ implies typing$(Q) = \langle A \vdash \tau \rangle$, constraint$(Q) = \Delta$, tenv$(Q) = A$, and rtype$(Q) = \tau$.

# 6 Subtyping and Solvedness

This section defines whether a constraint $\Delta$ is solved w.r.t. a subtyping relation $\preceq$, and presents three interesting subtyping relations. Sec. 7 will show that if $\Delta$ is solved w.r.t. one of these relations, then the judgement $(M \triangleright Q) : \langle A \vdash \tau \rangle / \Delta$ is preserved by call-by-need evaluation of $M$ ($\Delta$ may change to some solved $\Delta'$).

Let $\preceq$ be a metavariable ranging over subtyping relations on types. A constraint $\Delta$ is solved w.r.t. $\preceq$ iff solved$(\preceq, \Delta)$ holds by this definition (where the double bar is meant as an equivalence):

\[
\begin{align*}
\tau_1 \preceq \tau_2 & \quad \text{solved}(\preceq, \Delta_1) \quad \text{solved}(\preceq, \Delta_2) \\
\text{solved}(\preceq, \Delta) & \quad \text{solved}(\preceq, \Delta_1 \cap \Delta_2) \\
\text{solved}(\preceq, e \Delta) & \quad \text{solved}(\preceq, \Delta) \\
\text{solved}(\preceq, ! \Delta) & \quad \text{solved}(\preceq, \omega) \\
\end{align*}
\]

A skeleton $Q$ is solved iff constraint$(Q)$ is. Solved skeletons correspond to typing derivations in traditional presentations.

Fig. 4 presents subtyping relations $\preceq_{\text{refl}}$ (“reflexive”), $\preceq_{\text{nlin}}$ (“non-linear”), and $\preceq_{\text{flex}}$ (“flexible”) for use with System E.
Example 6.1. Consider $M_0 = (\lambda z. z @ (\lambda x. \lambda y. x) @ ((\lambda x. x @ x) @ z)) @ (\lambda y. y @ y)$. The normal form of $M_0$ is $M_5 = \lambda x. \lambda y. x$. Note that $M_0$ is not strongly normalizing. The initial and final skeletons for $M_0$ are

$$Q_0 = \begin{array}{l}
\vdash e_1 (\lambda z. e_0 (e_1 (e_1 z^{a_0} @ e_2 (\lambda x. e_0 \lambda y. e_0 x^{a_0})))) \\
\quad @ e_2 (e_1 (\lambda x. e_0 (e_1 x^{a_0} @ e_2 x^{a_0})) @ e_2 z^{a_0})) \\
\quad @ e_2 (\lambda y. e_0 (e_1 y^{a_0} @ e_2 y^{a_0})))
\end{array}$$

$$Q_5 = \begin{array}{l}
\vdash (\lambda z. (z^{\tau_2} @ (\lambda x. \lambda y. x^{\tau_1})) \cap (\lambda x. e_0 (\lambda y. e_0 x^{a_0}))) @ \omega (\lambda x. x^{a_0} @ z) \\
\quad @ (\lambda y. (y^{\tau_1} @ \omega @ \tau_1)) @ (y^{\tau_1})
\end{array}$$

where $\tau_1 = e_0 e_0 a_0 \to e_0 (\omega \to e_0 a_0)$ and $\tau_2 = (\tau_1 \to \omega \to \tau_1) \cap \tau_1 \to \omega \to \tau_1$. The final judgement is that $(M_0 \triangleright Q_5) : \langle \text{env}_\omega \vdash \tau_1 \rangle / \Delta$ for some solved $\Delta$. □

The $\prec_{\text{nlin}}$ subtyping relation adds the power of idempotent intersections:

$$!\tau \prec_{\text{nlin}} (!\tau \cap !\tau) \prec_{\text{nlin}} !\tau$$
This allows many interesting terms to be typed at lower ranks. In particular, the system of simple types, the Hindley/Milner system, and the rank-\(k\) restrictions of traditional intersection type systems can all be embedded into System E when using \(\preceq_{\text{nlin}}\) by simply putting \(!\) nearly everywhere in types.

**Example 6.2.** Using the \(\preceq_{\text{nlin}}\) subtyping relation, System E can encode arbitrarily imprecise usage information, unlike with \(\preceq_{\text{refl}}\) where it must be exact. For example, consider \(\text{twice} = \lambda f. \lambda x. f \circ (f \circ x)\), and some of its typings:

\[
\begin{align*}
(1) & \quad \text{env}_\omega, ! (a_1 \to a_1) \to a_1 \to a_1 \\
(2) & \quad \text{env}_\omega, (a_2 \to a_3) \cap (a_1 \to a_2) \to a_1 \to a_3 \\
(3) & \quad \text{env}_\omega, (a_1 \to a_1) \cap (a_1 \to a_1) \to a_1 \to a_1 \\
(4) & \quad \text{env}_\omega, (a_1 \to a_2) \cap ! (a_1 \to a_1) \to a_1 \to a_2
\end{align*}
\]

Typing (1) is like a typing with simple types; as in Linear Logic, the use of \(!\) erases counting information, i.e., \(\text{twice} \) may use its first argument *any number of times*. Typing (2) looks like a typing in a traditional intersection type system. However, because System E types are linear by default, the typing gives more information, e.g., this typing states that the first argument is used *exactly twice*. Typing (3) is in a sense between typings (1) and (2): the first argument is used *exactly twice, at the same type*. In System E, even when intersection types are not used for additional flexibility, they can still encode precise usage information. (In an implementation, the linear part of types may of course be represented as a multiset.) Finally, typing (4) contains what we call a “must-use” type. The presence of \(!\) on part of the argument’s type erases some counting information. However, there is still one linear use: the first argument is used at least once.

The \(\preceq_{\text{flex}}\) subtyping relation allows embedding all type derivations of the very flexible BCD type system [2], again by putting \(!\) operators in nearly every position in types. The BCD system’s subtyping rules are not satisfied by \(\preceq_{\text{flex}}\), but every BCD rule can be transformed into one satisfied by \(\preceq_{\text{flex}}\) by putting \(!\) at all positions mentioned by the rule. The \(\preceq_{\text{flex}}\) relation also allows skeletons to hold the information present in Lévy-labeled \(\lambda\)-terms, such that constraint solving simulates labeled reduction. Our experimentation tool implements this.

**Example 6.3.** Consider the following variant Lévy-labeled reduction where each subterm is marked with an integer sequence. For an initial labeling, we use a distinct length-1 sequence for each subterm. The labeled reduction rule is this:

\[
(\lambda x. M)^m @ N \xrightarrow{\beta^\ell} M[x := N]^m
\]

Lévy-labels (which we model with E-variables) track reduction history, and allow information flow for the original term to be extracted from the normal form (in System E, from the typing). Consider this labeled term and its normal form:

\[
M = ((\lambda x. (x^1 @ x^2)^3) ^4 @ (\lambda z. (z^5 @ y^6)^7)^8)^9
\]

\[
M \xrightarrow{\beta^\ell} (y^6 @ y^5)^{7\cdot8\cdot2\cdot5\cdot7\cdot8\cdot1\cdot3\cdot4\cdot9}
\]

If we ask about the original term “what flows to \(z^5\)?”, we can tell, by collecting labels immediately preceding label 5, that the subterms annotated 6 and 2 both
flow to $z^5$. We can also tell which subterms influence the result. Similar to the way $\text{refl-1}$ corresponds to ordinary $\beta$-reduction, we have a rule $\text{flex-1}$ that solves constraints in a way corresponding to labeled reduction. Again, the full details will appear in a later paper. By using distinct E-variables throughout the initial skeleton, applying rule $\text{flex-1}$ until it no longer applies, and doing readback on the typing and constraint at that point, we get this skeleton from our implementation:

$$e_0 e_4 e_3 e_1 e_8 e_7 e_5 e_2 e_8 e_7 ((e_5 e_6 (y^{a_0})^e_6 a_0 \rightarrow a_0) \circ e_6 (y^{a_0}))$$

This skeleton has exactly the information in the reduced labeled term.

### 7 Subject Reduction

This section presents subject reduction results for call-by-need reduction for the three subtyping relations presented in sec. 6.

**Remark 7.1.** In general, subject reduction does not hold for call-by-name reduction in System E. Consider the following example:

$$M = \text{term}(Q) = (\lambda y.x_1 \circ y \circ y) \circ (x_2 \circ z)$$

$$Q_1 = x_1 : a_1 \rightarrow a_1 \rightarrow a_3 \circ y^{a_1} \circ y^{a_1}$$

$$Q_2 = x_2 : a_2 \rightarrow (a_1 \cap a_1) \circ z^{a_2}$$

$$Q = (\lambda y. Q_1) \circ Q_2$$

$$\text{typing}(Q_1) = \langle (x_1 : a_1 \rightarrow a_1 \rightarrow a_3, y : a_1 \cap a_1) \vdash a_3 \rangle$$

$$\text{typing}(Q_2) = \langle (x_2 : a_2 \rightarrow (a_1 \cap a_1), z : a_2) \vdash a_1 \cap a_1 \rangle$$

$$\text{typing}(Q) = \langle (x_1 : a_1 \rightarrow a_1 \rightarrow a_3, x_2 : a_2 \rightarrow (a_1 \cap a_1), z : a_2) \vdash a_3 \rangle$$

$$M \xrightarrow{\beta} N = \text{term}(Q_1)[x := \text{term}(Q_2)] = x_1 \circ (x_2 \circ z) \circ (x_2 \circ z)$$

The skeleton $Q$ is valid since $\text{rtype}(Q_2) = \text{tenv}(Q_1)(y)$, and it is solved w.r.t. any subtyping relation since its constraint is $\omega$. If subject reduction holds, we expect that there exists some $Q'$ such that $\text{term}(Q') = N$, and that has the same typing as $Q$. In particular, we expect that $\text{tenv}(Q)(z) = \text{tenv}(Q')(z) = a_2$. However, the sub-skeletons of $Q'$ corresponding to $z$ must both have type $a_2$. This makes it impossible to construct $Q'$ since, in general, $\tau \not< \tau \cap \tau$ (i.e., solved($\leq$, $\tau$, $\leq$ $\tau$ $\cap$ $\tau$) does not hold for any $x$ we use). Note that if we use $\preceq_{\text{lin}}$, or $\preceq_{\text{flex}}$, and replace $a_1$ by $!a_1$ and $a_2$ by $!a_2$, then we could construct the needed skeleton $Q'$.

**Call-by-need reduction on untyped terms is performed by these rules:**

$$((\lambda x.M) @ V) @ P \xrightarrow{\text{cbn}} (\lambda x. M @ P) @ (N_1 @ N_2) \quad \text{if } x \not\in \text{FV}(P)$$

$$M @ ((\lambda x.P) @ (N_1 @ N_2)) \xrightarrow{\text{cbn}} (\lambda x. M @ P) @ (N_1 @ N_2) \quad \text{if } x \not\in \text{FV}(M)$$

Let $\bowtie$ be the smallest relation such that $M \bowtie N$ implies $C^t[M] \bowtie C^t[N]$. Call-by-need evaluation is then a specific strategy of using these rules [1]. We do not include any rule for garbage collection, because it does not affect subject reduction.
Theorem 7.2 (Subject Reduction). Given \( \preceq \in \{ \preceq_{\text{refl}}, \preceq_{\text{nlin}}, \preceq_{\text{flex}} \} \) and a skeleton \( Q_1 \) such that \( (M_1 \triangleright Q_1) : (A \vdash \tau) / \Delta_1, \) solved\( (\preceq, \Delta_1) \), and \( M_1 \frac{\varepsilon}{\text{cbn}} M_2 \), there exists \( Q_2 \) s.t. \( (M_2 \triangleright Q_2) : (A \vdash \tau) / \Delta_2 \) and solved\( (\preceq, \Delta_2) \).

Proof. The theorem is proved by induction on \( Q_1 \). The proof uses inversion properties for variant subtyping definitions without explicit transitivity. 
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Abstract. Java Card is a variant of Java designed for use in smart cards and other systems with limited resources. Applets running on a smart card are protected from each other by the applet firewall, allowing communication only through shared objects. Security can be breached if a reference to a shared object is leaked to a hostile applet.

In this paper we develop a Control Flow Analysis for a small language based on Java Card, which will guarantee that sensitive object references can not be leaked to a particular (attack) applet. The analysis is used as a basis for formulating a hardest attacker that will expand the guarantee to cover all possible attackers.

1 Introduction

The Java Card platform is a multi-applet platform, meaning that a given Java Card may contain and execute several different applets from several different, possibly competing, vendors. In order for an applet to protect sensitive data from other, malicious, applets the Java Card platform implements an applet firewall to separate applets from each other by disallowing all communication, e.g., method invocation or field access, between applets. However, for certain applications, e.g., loyalty applets (applets implementing a customer loyalty scheme), it is desirable to allow (limited) communication between applets. Such communication is possible through the use of shared objects which allows an object with a reference to a shared object to invoke methods in the shared object. The problem with this approach is that it allows any object with such a reference to access the shared object. Thus it is necessary to ensure that certain objects references are not leaked to untrusted (attacker) applets. In [1] a static analysis is presented that for a given set of applets determines if a reference has been leaked. Such an approach works well provided the entire program is known a priori, which is not always possible because the Java Card framework allows dynamic loading of applets and therefore it is, in general, impossible to know the context in which an applet may run. This is a fundamental problem of any solution based on whole-program analysis. In this paper we solve the problem by developing a so-called hardest attacker, based on a control flow analysis [2] and inspired by the work on firewall validation in the ambient calculus [3]. By analysing a program in conjunction with the hardest attacker we can guarantee that object references are never leaked to any attacker, even if downloaded dynamically.
For presentation purposes we develop our solution for a small bytecode language based on the Java Card Virtual Machine Language (JCVML). We have chosen to work at the level of the virtual machine because it is at this level applets are actually loaded onto the card. It also has the added advantage that there is no need to trust a compiler to not insert malicious code. This helps reducing the size of the trusted computing base. The remainder of the paper is structured as follows. Section 2 introduces the target language, Section 3 formalises the notion of leaking references. Section 4 presents the underlying control flow analysis and discusses a number of theoretical properties of the analysis. Finally in Section 5 the hardest attacker is described and discussed. Section 6 concludes and discusses future work.

2 The Carmel₀ Language

Carmel₀ is an abstraction of the Java Card Virtual Machine Language (JCVML). It abstracts away some of the implementation details, e.g., the constant pool, and all the features that are not essential to our development, e.g., static fields and static methods. The language is a subset of Carmel which is itself a rational reconstruction of the JCVML that retains the full expressive power of JCVML. See [4] for a specification and discussion of the full Carmel language.

The instruction set for Carmel₀ includes instructions for stack manipulation, local variables, object generation, field access, a simple conditional, and method invocation and return:

\[
\text{Instr} ::= \text{push } c \mid \text{pop } n \mid \text{numop } op \mid \text{load } x \mid \text{store } x \mid \text{new } \sigma \mid \text{return}
\mid \text{getfield } f \mid \text{putfield } f \mid \text{if } cmpOp \text{ goto } pc_0 \mid \text{invokevirtual } m
\]

A Carmel₀ program, \( P \in \text{Program} \), is then defined to be the set of classes it defines: \( P.\text{classes} \). Each class, \( \sigma \in \text{Class} \), contains a set of methods, \( \sigma.\text{methods} \), and each method, \( m \in \text{Method} \), comprises a number of instance fields, \( m.\text{fields} \subseteq \mathcal{P}(\text{Field}) \), and an instruction for each program counter, \( pc \in \mathbb{N}_0 \) in the method, \( m.\text{instructionAt}(pc) \in \text{Instr} \). For two programs \( P \) and \( Q \) such that \( P.\text{classes} \cap Q.\text{classes} = \emptyset \) we shall write \( P \mid Q \) for the obvious composition (concatenation) of the two programs.

We shall use a JCVML-like syntax for our examples, as shown in Figure 1. The example is a simplified version of a typical situation in Java Card applications: two applets (classes) wish to communicate (in the form of a method invocation from Alice to Bob). The method invocation is set up in Alice.m.Alice by first loading a reference to the object of the method to be invoked (line 0) which has been passed as a parameter to m.Alice into local variable number 1, and then the actual parameters are loaded from local variable 1 (line 1), in this case it is a (self-)reference to Alice, which by convention can be found in local variable 0. Finally the method is invoked (line 2). Note that the method to be invoked is identified by its class name, method name, and type signature (hence the Object in line 2 of Alice.m.Alice). The semantics is formalised in Section 2.1.
In real JCVML applets method invocation is the only form of communication that is allowed to cross the firewall boundary and only if the right object reference is known (in the example Alice must have a reference to Bob). As mentioned earlier, this can lead to problems if references are leaked. In the example program Alice wishes to communicate with Bob but also wants to make sure that Bob does not leak the Alice-reference to anyone else. In Section 3 we formalise the notion of leaking references.

\begin{figure*}[h]
\begin{center}
\begin{verbatim}
class Alice {
    void m_Alice(Bob) {
        0: load 1
        1: load 0
        2: invokevirtual Bob.update(Object)
        3: return
    }
    /* ... */
}

class Bob {
    Object cache;
    void m_Bob() {
        0: return
    }
    void update(Object) {
        0: load 0
        1: load 1
        2: putfield Bob.cache
        /* ... */
        3: return
    }
}
\end{verbatim}
\end{center}
\caption{Example Carmel\textsubscript{0} Program $P_{AB}$}
\end{figure*}

2.1 Semantics for Carmel\textsubscript{0}

The semantics for Carmel\textsubscript{0} is a straightforward small step semantics, based on the corresponding semantics for full Carmel [4]. We briefly discuss the semantic domains before specifying the reduction rules.

A value is either a number or an object reference (a location): $\text{Val} = \text{Num} + \text{ObjRef}$. The (global) heap is then a map from object references to objects: $\text{Heap} = \text{ObjRef} \rightarrow \text{Object}$, where objects are simply maps from field names to values: $\text{Object} = \text{Field} \rightarrow \text{Val}$. The operand stack is modelled as a sequence of values: $\text{Stack} = \text{Val}^*$ and the local heap (for a methods local variables) is then modelled as a map from (local) variables to values: $\text{LocHeap} = \text{Var} \rightarrow \text{Val}$. Stack frames record the current method and program counter along with a local heap and an operand stack: $\text{Frames} = \text{Method} \times \mathbb{N}_0 \times \text{LocHeap} \times \text{Stack}$

With the semantics domains we can now specify the semantic configurations and the reduction rules. The configurations are on the form: $\langle H, F :: SF \rangle$ where $H \in \text{Heap}$, $SF \in \text{Frames}^*$, and $F = \langle m, pc, L, S \rangle \in \text{Frames}$, meaning that the program is currently executing the instruction at program counter $pc$ in method $m$ with local heap $L$ and operand stack $S$. This leads to reduction rules of
the following form for a given program, \( P \in \text{Program} \): \( P \vdash \langle H, F :: SF \rangle \Rightarrow \langle H', F' :: SF' \rangle \). In Figure 2 a few reduction rules are shown; for lack of space we only show the most interesting rules, the remaining rules are either trivial or obvious. In the reduction rule for \textit{invokevirtual} (method invocation) we must take care to handle dynamic dispatch correctly. This is done as in JCVML by using a function, \textit{methodLookup}, to represent the class hierarchy. It takes a method identifier, \( m' \), and a class, \textit{o.class}, as parameters and returns the method, \( m_v \), that implements the body of \( m' \), i.e., the latest definition of \( m' \) in the class hierarchy. In the same rule, note that a pointer to the object is passed to the object itself in local variable number 0.

\[
m\text{.instructionAt}(pc) = \text{push } c
\]
\[
P \vdash \langle H, \langle m, pc, L, S \rangle :: SF \rangle \Rightarrow \langle H, \langle m, pc + 1, L, c :: S \rangle :: SF \rangle
\]

\[
m\text{.instructionAt}(pc) = \text{load } x
\]
\[
P \vdash \langle H, \langle m, pc, L, S \rangle :: SF \rangle \Rightarrow \langle H, \langle m, pc + 1, L, L(x) :: S \rangle :: SF \rangle
\]

\[
m\text{.instructionAt}(pc) = \text{new } \sigma\wedge
\]
\[
\text{loc} \notin \text{dom}(H) \wedge H' = H[\text{loc} \mapsto o] \wedge o = \text{newObject}(\sigma)
\]
\[
P \vdash \langle H, \langle m, pc, L, S \rangle :: SF \rangle \Rightarrow \langle H', \langle m, pc + 1, L, loc :: S \rangle :: SF \rangle
\]

\[
m\text{.instructionAt}(pc) = \text{putfield } f\wedge
\]
\[
H' = H[\text{loc} \mapsto o'] \wedge o' = H[\text{loc}][f \mapsto v]
\]
\[
P \vdash \langle H, \langle m, pc, L, v :: loc :: S \rangle :: SF \rangle \Rightarrow \langle H', \langle m, pc + 1, L, S \rangle :: SF \rangle
\]

\[
m\text{.instructionAt}(pc) = \text{invokevirtual } m'\wedge
\]
\[
S = v_1 :: \cdots :: v_{|m'|} :: \text{loc} :: S_0 \wedge m_v = \text{methodLookup}(m', o\text{.class})\wedge
\]
\[
o = H(\text{loc}) \wedge L' = L[0 \mapsto \text{loc}, 1 \mapsto v_1, \ldots, |m'| \mapsto v_{|m'|}]
\]
\[
P \vdash \langle H, \langle m, pc, L, S \rangle :: SF \rangle \Rightarrow \langle H, \langle m_v, 0, L', e \rangle :: \langle m, pc, L, S \rangle :: SF \rangle
\]

\textbf{Fig. 2. Semantic rules (excerpt)}

In order to complete our discussion of the semantics, we need to define the initial configurations for a given program. In the JCVML applet execution is initiated by the run-time environment when the host sends the appropriate commands for installing and selecting an applet. The run-time environment then sets up an initial configuration with the appropriate method, applet instance, and parameters. We simplify this model by assuming that for a given program, \( P \in \text{Program} \), there exists an instance for each of the programs classes, \( \sigma \in P\text{.classes} \), with a corresponding object reference, \( loc_{\sigma} \), pointing to that instance, and a single entry point, \( m_{\sigma} \).

In JCVML communication across the firewall boundary can only take place through so-called shared objects: When a JCVML applet wishes to communicate with another applet, it first has to obtain an object reference to such a shared object (if one exists) set up by the applet it wishes to communicate with. The
shared objects can be thought of as an access control mechanism where holders of a reference to a shared object are allowed to communicate with that object. References to shared objects are obtained by executing a trivial, if tedious, protocol involving the run-time system to make the actual transfer across the firewall. While there are no real technical difficulties in modelling this, it does not add any particular insights and instead we choose a simpler model: Any allowed sharing is set up at initialisation time. Thus, when defining a program we must also define what sharing is allowed to take place in that program. Formally we must define a function, \( \text{sharing} : \text{Program} \times \text{Class} \rightarrow \text{Class}^* \), that for each class in a program returns a list of classes (applets) it is allowed to access. During initialisation the shared references of a class are then passed to the corresponding entry point as in a method invocation (including a self-reference to the class in question) to the local variables of the entry point. Taking all of the above into account we can now define initial configurations for Carmel\(_0\) programs:

**Definition 1 (Initial Configurations).** If \( P \in \text{Program} \) then \( C \) is an initial configuration if and only if \( \sigma \in P.\text{classes} \), \( P.\text{sharing}(\sigma) = \sigma_1 :: \ldots :: \sigma_n, \sigma_i \in P.\text{classes} \), and \( C = \langle H, \langle m_\sigma, 0, 0 \rangle \mapsto \text{loc}_\sigma, 1 \mapsto \text{loc}_{\sigma_1}, \ldots, n \mapsto \text{loc}_{\sigma_n} \rangle, \epsilon :: \epsilon \rangle \).

### 3 Leaking References

Intuitively we say that a class, \( \tau \), has been “leaked” to another class, \( \sigma \), if there is an object of class \( \sigma \) or a method invocation in an object of class \( \sigma \) that contains, either in an instance field or in the local heap or on the operand stack, a reference to \( \tau \). In order to formalise this intuition, we shall write \( v \in S \) for operand stacks \( S \in \text{Stack} \) if \( S = v_1 :: \ldots :: v_n \) and \( \exists i : v = v_i \). A similar notation is adopted for local heaps, \( L \in \text{LocHeap} \): we write \( v \in L \) if \( \exists x \in \text{dom}(L) : L(x) = v \). We are now ready to formally define when a class has been leaked:

**Definition 2 (Leaked).** Given a configuration, \( \langle H, SF \rangle \) a class \( \tau \) is said to be leaked to class \( \sigma \) in \( \langle H, SF \rangle \), written \( \langle H, SF \rangle \vdash \tau \leadsto \sigma \), if \( \exists \text{loc}_\tau \exists \text{loc}_\sigma \exists f: (H(\text{loc}_\tau).\text{class} = \tau \land H(\text{loc}_\sigma).\text{class} = \sigma \land H(\text{loc}_\sigma).f = \text{loc}_\tau) \) or \( \exists \text{loc}_\tau \exists \langle m, pc, L, S \rangle \in SF: H(\text{loc}_\tau).\text{class} = \tau \land m.\text{class} = \sigma \land (\text{loc}_\tau \in S \lor \text{loc}_\tau \in L) \).

In order to be really useful, it is not enough to consider only single configurations. We therefore extend the notion of “leaked” to cover entire programs:

**Definition 3 (Leaked).** A class \( \tau \) is leaked to \( \sigma \) in program \( P \), written \( P \vdash \tau \leadsto \sigma \), if and only if there exists \( C_0 \) and \( C \) such that \( C_0 \) is an initial configuration of \( P \) and \( P \vdash C_0 \Rightarrow ^* \) such that \( C \vdash \tau \leadsto \sigma \).

We shall write \( P \vdash \tau \nleftrightarrow \sigma \) to mean that class \( \tau \) is not leaked to class \( \sigma \) in \( P \).

As an example, consider the program in Figure 1 extended with the program in Figure 3, i.e., \( P_{AB} \upharpoonright P_M \), and let \( P_{ABM} \) denote the entire program. Let us further assume that both Alice and Mallet are allowed to communicate with Bob, i.e., \( P_{ABM}.\text{sharing}(\text{Alice}) = P_{ABM}.\text{sharing}(\text{Mallet}) = \{ \text{Bob} \} \) Then, by executing the program it is easy to see that \( P_{ABM} \vdash \text{Alice} \leadsto \text{Mallet} \), and
Therefore Alice can be attacked by Mallet, simply because Bob “caches” the reference from Alice. Consider on the other hand the program $P_{ABC} = P_{AB} | P_C$ obtained by extending program $P_{AB}$ with the program in Figure 4. It should be intuitively clear that Alice is not leaked to Charlie in $P_{ABC}$, because Charlie does not access fields in Bob that it is not supposed to. However in order to prove that we must try all possible executions of the program. In the following section we develop a control flow analysis capable of computing a conservative estimate of all possible executions. This is then used to prove that $P_{ABC} \vdash Alice \not\vdash Charlie$. In [1] a conceptually similar approach is taken, for a slightly different subset of JCVML, with a special focus on the initial sharing and the firewall; to simplify presentation and analysis a three-address representation/conversion of JCVML is used and relevant API calls, in particular those for exchanging references to shared objects, are modelled as instructions. The approach in [1] is essentially a whole-program approach and thus the problem of dynamically downloaded applets is not considered.

4 Control Flow Analysis for Carmel$_0$

In this section we describe a control flow analysis for Carmel$_0$. The analysis is quite similar, in spirit, to the analysis developed in [5]. However, in anticipation of our intended use of the analysis, we develop a somewhat simpler (less precise) analysis, although with the added feature that it is parameterised on two equivalence relations: one on (object) classes, $\equiv_C \subseteq \text{Class} \times \text{Class}$, and one on methods, $\equiv_M \subseteq \text{Method} \times \text{Method}$. We let $[\cdot]_C : \text{Class} \to \text{Class}/\equiv_C$ and $[\cdot]_M : \text{Method} \to \text{Method}/\equiv_M$ denote the corresponding characteristic maps, that map a class or method respectively to its equivalence class. The reason for introducing these equivalence relations into the analysis is mainly that they allow us to partition the infinite number of names (for classes and methods) into a finite number of partitions and thereby enabling us to generate a finite Hardest Attacker (cf. Section 5 for more details). Furthermore, the partitioning can be used to “fine tune” the precision of the analysis: by choosing fewer equivalence classes the less precise (and less costly) the analysis and vice versa. Next we define the abstract domains for the analysis.
4.1 Abstract Domains

The abstract domains are simplified versions of the concrete domains used in the semantics. The simplification consists of removing information that is not pertinent to the analysis. Our abstract domain for representing object references in the analysis is similar to the notion of class object graphs from [6], thus object references should be modelled as classes. However, we have to take the equivalence relation over classes into consideration and therefore define an abstract object reference to be an equivalence class: \( \hat{\text{ObjRef}} = \text{Class}_{\equiv_C} \). In order to enhance readability we write \([\text{Ref } \sigma]_C\), rather than just \([\sigma]_C\), for abstract object references. Following the semantics values are taken to be either numerical values or object references: \( \hat{\text{AbsVal}} = \{\text{INT}\} + \hat{\text{ObjRef}} \) and abstract values to be sets of such values: \( \hat{\text{Val}} = \mathcal{P}(\hat{\text{AbsVal}}) \). Since we are only interested in control flow analysis we do not try to track actual values (data flow analysis). Objects are modelled simply as an abstract value representing the (union of the values of all the) fields of the object: \( \hat{\text{Object}} = \hat{\text{Val}} \). Addresses consist of a (fully qualified) method and a program counter, making them unique in a program: \( \text{Addr} = \text{Method} \times \mathbb{N}_0 \). The local heap tracks the values contained in the local variables of a given method: \( \hat{\text{LocHeap}} = \text{Method}_{\equiv_M} \rightarrow \hat{\text{Val}} \). The operand stack is represented in a similar manner: for each method we track the set of values possibly on the stack: \( \hat{\text{Stack}} = \text{Method}_{\equiv_M} \rightarrow \hat{\text{Val}} \). Finally we model the global heap as a map from object references to objects: \( \hat{\text{Heap}} = \hat{\text{ObjRef}} \rightarrow \hat{\text{Object}} \).

4.2 Flow Logic Specification

An analysis is specified in the Flow Logic framework [7] by defining what it means for a proposed analysis result to be correct with respect to the analysed program. Thereby separating the specification of the analysis from the implementation of the analysis, making it easy to construct new analyses.

The judgements of our Flow Logic specification will have the following general form: \( (\hat{H}, \hat{L}, \hat{S}) \models \text{addr} : \text{instr} \) where \( \hat{H} \in \hat{\text{Heap}}, \hat{L} \in \hat{\text{LocHeap}}, \hat{S} \in \hat{\text{Stack}}, \text{addr} \in \text{Addr}, \) and \( \text{instr} \in \text{Instr} \). Intuitively the above judgement can be read as: \( (\hat{H}, \hat{L}, \hat{S}) \) is a correct analysis of the instruction \( \text{instr} \) found at address \( \text{addr} \).

The full Flow Logic specification is given in Figure 5. We shall only explain a few of the judgements in detail. First the judgement for the new instruction. In the semantics two things happen: a new location is allocated in the heap, and a reference to the newly created object is placed on top of the stack. In the analysis only the last step is modelled: \( \{[\text{Ref } \sigma]_C\} \subseteq \hat{S}([m_0]_M) \). This is because in the analysis objects are abstracted into the union of values stored in the objects instance fields, and since a newly created object has no values stored in its fields (we do not model static initialisation) it is essentially empty. Modelling that in the analysis we would write: \( \emptyset \subseteq \hat{H}([\text{Ref } \sigma]_C) \) which trivially holds and thus does not contribute to the analysis. Note that the specification for the pop-instruction is trivially true. This is because the operand stack is (over-)approximated simply as the set of values that could possibly be on the stack.
anytime during execution of the program and therefore pop has no effect in the analysis. Similarly for the if, numop, and return instructions. A prerequisite for analysing the invokevirtual instruction is a model of the dynamic dispatch, i.e., we need an abstract version of the methodLookup function, taking the equivalence classes on methods and classes into account: $\text{methodLookup}_{/\equiv}(m,[\text{Ref } \sigma]_C) = \{ [m_v]_M | m_v = \text{methodLookup}(m,\text{Ref } \sigma'), \text{Ref } \sigma' \in [\text{Ref } \sigma]_C \}$. This is not the only possible choice, but fits the purpose well and is trivially sound. However, this definition introduces a minor problem with methods that return a value: In order to determine if a given method returns a value it is enough to check if the methods return type is different from void ($m.\text{returnType} \neq \text{void}$). Taking equivalence classes into account, we have to approximate this by saying that the equivalence class of a method returns a value if any one of the methods in the equivalence class returns a value, thus $[m]_M.\text{returnVal} = \text{true}$ if $\exists m' \in [m]_M : m.\text{returnType} \neq \text{void}$ and $[m]_M.\text{returnVal} = \text{false}$ otherwise. The predicate defines a sound approximation, since it will compute an over-approximation of the possible flows. With these auxiliary predicates in place, the Flow Logic judgement for the invokevirtual instruction is straightforward. We first locate any object references on top of the stack: $\forall [\text{Ref } \sigma]_C \in \hat{S}([m_0]_M)$. The object references found are used to lookup the method to execute, modelled by a set of method equivalence classes: $\forall [m_v]_M \in \text{methodLookup}_{/\equiv}(m,[\text{Ref } \sigma]_C)$. The next step is then to transfer any arguments from the operand stack of the invoking method to the local variables of the invoked method: $\hat{S}([m_0]_M) \subseteq \hat{L}([m_v]_M)$.

Fig. 5. Flow Logic specification
Finally, if the method returns a value we make sure to copy that back to the invoking method: \([m_v]_M.\text{return}\ Val \Rightarrow \hat{S}([m_v]_M) \subseteq \hat{S}([m_0]_M)\). The remainder of the judgements are created by following similar reasoning. Having specified how to analyse individual instructions, we lift this to cover entire programs in a straightforward way based on initial configurations in the semantics:

\[
(\hat{H}, \hat{L}, \hat{S}) \models P \quad \text{iff} \quad \\
\forall (m, pc) \in P.\text{addresses:} \quad \\
\quad m.\text{instructionAt}(pc) = \text{instr} \Rightarrow (\hat{H}, \hat{L}, \hat{S}) \models (m, pc) : \text{instr} \\
\quad \forall \sigma \in P.\text{classes} : [\text{Ref } \sigma]_C \in \hat{L}([m_\sigma]_M) \\
\quad P.\text{sharing}(\sigma) = \sigma_1 : \cdots : \sigma_n \Rightarrow \{[\text{Ref } \sigma_1]_C, \ldots, [\text{Ref } \sigma_n]_C\} \subseteq \hat{L}([m_\sigma]_M)
\]

### 4.3 Theoretical Properties

In order to show the semantic soundness of the control flow analysis, we follow the approach of [8,5] and define representation functions for all the concrete domains. Intuitively a representation function maps a concrete semantics object, e.g., an integer, to its abstract representation in the corresponding abstract domain. In the case of integers this abstract representation is simply a token, INT, leading to the following representation function: \(\beta_{\text{Num}}(n) = \{\text{INT}\}\).

The notion of a location or an object reference only makes sense relative to a given heap, thus the representation function for locations is parameterised on the particular heap to use: \(\beta^H_{\text{ObjRef}}(\text{loc}) = \{[\text{Ref } \sigma]_C\} \text{ if } H(\text{loc}).\text{class} = \sigma\). Combining the above two representation functions, that cover all of the basic values in a Carmel₀ program, we obtain a representation function for basic values: \(\beta^H_{\text{Val}}(v) = \beta_{\text{Num}}(v) \text{ if } v \in \text{Num} \text{ and } \beta^H_{\text{Val}}(v) = \beta_{\text{ObjRef}}(v) \text{ if } v \in \text{ObjRef}\). Objects are represented simply as the “union” of all the values in all the objects fields, giving rise to the following representation function \(\beta^H_{\text{Object}}(o) = \bigcup_{f \in \text{dom}(o)} \beta^H_{\text{Val}}(o.f)\). Finally we can define a representation function for heaps such that all objects of the same class are merged:

\[
\beta_{\text{Heap}}(H)([\text{Ref } \sigma]_C) = \bigcup_{\text{loc } \in \text{dom}(H)} \beta^H_{\text{Object}}(H(\text{loc})).
\]

The last step is to relate concrete semantic configurations to their abstract equivalents: \(\langle H, SF \rangle \overset{C}{\longrightarrow} \overset{F}{\longrightarrow} \langle \hat{H}, \hat{L}, \hat{S} \rangle\) iff \(\beta_{\text{Heap}}(H) \subseteq \hat{L} \land SF \overset{F}{\longrightarrow} \overset{F}{\longrightarrow} \langle \hat{L}, \hat{S} \rangle\) where \(\{\langle m_1, pc_1, L_1, S_1 \rangle, \cdots, \langle m_n, pc_n, L_n, S_n \rangle\}\) \(\overset{F}{\longrightarrow} \langle \hat{L}, \hat{S} \rangle\) iff \(\forall i \in \{1, \ldots, n\} : \beta_{\text{LocHeap}}(L_i) \subseteq \hat{L}([m_i]_M) \land \beta_{\text{Stack}}(S_i) \subseteq \hat{S}([m_i]_M)\). We are now in a position to state and prove that the control flow analysis is semantically sound. Following the tradition of Flow Logic specifications this is done by establishing a subject reduction property for the analysis, i.e., that the analysis is invariant under semantic reduction; this is very similar to the approach taken for type and effect systems. Below we take \(\Longrightarrow^*\) to mean the reflexive and transitive closure of \(\Longrightarrow:\)
Theorem 1 (Soundness). If $P \in \text{Program}$, $C_0$ is an initial configuration of $P$, $C_0 \Longrightarrow^* C$ and $(\hat{H}, \hat{L}, \hat{S}) \models P$, then $C \overset{\text{Conf}}{\Rightarrow} (\hat{H}, \hat{L}, \hat{S}) \wedge (C \Longrightarrow C') \Rightarrow C' \overset{\text{Conf}}{\Rightarrow} (\hat{H}, \hat{L}, \hat{S})$

Proof. By case-inspection using a technical lemma establishing that the call-stack is well-formed.

While the above theorem establishes the semantic correctness for the analysis, it may not be entirely obvious how this is useful in the current setting. We therefore state a corollary below that follows as a trivial consequence of the above Theorem, showing that it is sufficient to check the analysis result in order to guarantee that no object references can be leaked:

Corollary 1. Let $P \in \text{Program}$, $(\hat{H}, \hat{L}, \hat{S}) \models P$. Assuming that $[\text{Ref } \tau]_C \notin \hat{H}(\text{Ref } \sigma)_C$ and for all $[m_v]_M$ s.t. $[\text{Ref } \sigma]_C \in [m_v]_M$.class implies $[\text{Ref } \tau]_C \notin (\hat{S}([m_v]_M) \cup \hat{L}([m_v]_M))$ then $P \vdash \tau \not\sim \sigma$.

Note that the requirements above follow those of Definition 3 quite closely. This gives us a very convenient way to verify that there are no leaks in a given program by simply analysing the program and applying Corollary 1. The problem with this approach is of course that it requires access to the entire program which is not realistic in situations where vendors are allowed to download applets onto a Java Card after it has been issued, as is the case for instance with newer mobile phones. In Section 5 we show how the analysis can be used to give strong security guarantees in precisely such situations.

Returning to the example programs $P_{ABM}$ and $P_{ABC}$ we wish to use the analysis to examine if Alice is leaked to Mallet and/or Charlie respectively. For simplicity we define the equivalence relations such that each class and method is in an equivalence class by itself. Analysing the programs, as described in Section 1, we find $(\hat{H}_{ABM}, \hat{L}_{ABM}, \hat{S}_{ABM})$ and $(\hat{H}_{ABC}, \hat{L}_{ABC}, \hat{S}_{ABC})$ such that $(\hat{H}_{ABM}, \hat{L}_{ABM}, \hat{S}_{ABM}) \models P_{ABM}$ and also $(\hat{H}_{ABC}, \hat{L}_{ABC}, \hat{S}_{ABC}) \models P_{ABC}$ respectively. Below the analysis results for the classes Mallet and Charlie are shown. We elide the corresponding results for Alice and Bob since they are of little consequence here.

$$\hat{S}_{ABM}([\text{Mallet.m_Mallet}]_M) = \{[\text{Ref Alice}]_C,[\text{Ref Bob}]_C,[\text{Ref Mallet}]_C\}$$
$$\hat{L}_{ABM}([\text{Mallet.m_Mallet}]_M) = \{[\text{Ref Bob}]_C,[\text{Ref Mallet}]_C\}$$
$$\hat{H}_{ABM}([\text{Ref Mallet}]_C) = \emptyset$$

$$\hat{S}_{ABC}([\text{Charlie.m_Charlie}]_M) = \{[\text{Ref Bob}]_C,[\text{Ref Charlie}]_C\}$$
$$\hat{L}_{ABC}([\text{Charlie.m_Charlie}]_M) = \{[\text{Ref Bob}]_C,[\text{Ref Charlie}]_C\}$$
$$\hat{H}_{ABC}([\text{Ref Charlie}]_C) = \emptyset$$

As can be seen from the results: $[\text{Ref Alice}]_C \in \hat{S}_{ABM}([\text{Mallet.m_Mallet}]_M) \implies$ thus we can deduce that possibly $P_{ABM} \vdash \text{Alice} \sim \text{Mallet}$ which is consistent with our earlier observations. On the other hand, using the results for $P_{ABC}$ with Corollary 1, we conclude that $P_{ABC} \vdash \text{Alice} \not\sim \text{Charlie}$.
4.4 From Specification to Constraint Generator

While the high-level Flow Logic style, used above for the control flow logic, is very useful for specification of analyses and for proving correctness of analyses, it may be less obvious how to actually implement such a specification. Below we show how the Flow Logic specification can be turned into a constraint generator, generating constraints over the Alternation-free Least Fixed-Point (ALFP) logic, cf. [9]. This enables us to use the Succinct Solver to solve the generated constraints efficiently, cf. [9]. Furthermore, as we shall see in Section 5, the formulation of the analysis in terms of ALFP constraints is essential in achieving the goal of this paper: the development of a “Hardest Attacker” for verifying that programs do not leak object references.

It is actually trivial to convert the Flow Logic specification into a constraint generator, because the formulae in the specification are really just ALFP formulae, written in a slightly different notation for legibility (cf. [9]), over the universe formed by our semantic domains. Thus the translation amounts to a simple change of notation and below we therefore show only one example clause:

\[
\mathcal{G}[(m_0, pc_0) : \text{putfield } f] = \forall \text{Ref } \sigma \in \hat{S}([m_0]_M) : \\
\hat{S}([m_0]_M) \subseteq \hat{H}(\text{Ref } \sigma)_C
\]

The following lifts the constraint generator to cover programs:

\[
\mathcal{G}[P] = \bigwedge_{(m, pc) \in P.\text{addresses}, m.\text{instructionAt}(pc) = \text{instr}} \mathcal{G}[(m, pc) : \text{instr}] \\
\wedge \bigwedge_{\sigma \in P.\text{classes}} [\text{Ref } \sigma]_C \in \hat{L}([m_\sigma]_M) \\
\wedge \bigwedge_{P.\text{sharing}(\sigma) = \sigma_1 : \ldots : \sigma_n} \{[\text{Ref } \sigma_1]_C, \ldots, [\text{Ref } \sigma_n]_C \} \subseteq \hat{L}([m_\sigma]_M)
\]

The next lemma establishes the correctness of the constraint generator

**Lemma 1.** Let \( P \in \text{Program} \), then \( (\hat{H}, \hat{L}, \hat{S}) \models P \) iff \( (\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} \mathcal{G}[P] \).

Finally, we can show that the solutions to the analysis constitute a Moore family, i.e., that the intersection of a set of acceptable analyses is also an acceptable analysis. This actually follows from Proposition 1 in [9] which establishes a general Moore family result for solutions to ALFP formulae\(^1\). Using that result in combination with the above we obtain the following

**Corollary 2.** The set of acceptable analyses for a given program, \( P \), is a Moore family: \( \forall X: X \subseteq \{ (\hat{H}, \hat{L}, \hat{S}) | (\hat{H}, \hat{L}, \hat{S}) \models P \} \Rightarrow \bigcap X \models P \).

The implication of the Moore family result is that for every program there exists an acceptable analysis, \( \bigcap \emptyset \), and there always exists a smallest, i.e., best, acceptable analysis, \( \bigcap \{ (\hat{H}, \hat{L}, \hat{S}) | (\hat{H}, \hat{L}, \hat{S}) \models P \} \). The Succinct Solver [9] will efficiently

---

\(^1\) Since we do not use negation at all in our ALFP constraints, the stratification conditions on negation for Proposition 1 in [9] hold vacuously.
compute the smallest solution for a given set of ALFP constraints. A naïve and unoptimised implementation of the analysis and constraint generator presented in this paper gives rise to a worst case time complexity on the order of $O(n^5)$, where $n$ is the size of the program being analysed. This can be brought down to $O(n^3)$ in a fairly straightforward manner and we conjecture that through careful analysis and optimisation this can even be lowered to $O(n^3)$.

5 The Hardest Attacker

In this section we present a solution to the problem posed in the previous section: How to guarantee that a given applet does not leak object references, regardless of what other (malicious) applets run in the same environment. In the previous section, we showed that a simple control flow analysis can be used to guarantee that a specific program in a specific environment does not leak references. However, this is not enough to deal with the problem of applets loaded after the analysis is done. Therefore a different approach is needed. We follow the approach of [3,10] and identify a hardest attacker with respect to the control flow analysis specified earlier. A hardest attacker is an attacker with the property that it is no less “effective” than any other attacker and therefore, if the hardest attacker cannot execute a successful attack then no other attacker can. The key to making it work is that we only need to find a hardest attacker as seen from the perspective of the control flow analysis, rather than try and give a finite characterisation of all the infinitely many attackers, which may not be possible in general.

The idea behind our particular hardest attacker is that (modulo names) only finitely many “types” of constraints are generated, all specifically determined by the Flow Logic. Therefore it is possible to specify a finite set of constraints, in such a way that any constraints generated by another program will be contained within the constraints of the hardest attacker. Here we rely on the equivalence relations on classes and methods in order to deal with the (possibly infinitely many) names an attacker may use. Since the constraints generated depend only on the equivalence classes of names and not on the actual names used, we can simply select equivalence relations that partition the names into a finite number of equivalence classes.

Given a program, $P$, that we wish to protect, we shall call the classes and methods defined in $P$ that should not be shared for private classes and methods; classes that are allowed to be shared with other programs are called sharable ($P.sharable$ denotes the set of sharable classes in $P$). Any other class or method is called public. We then define equivalence relations, called the discrete equivalence relations for $P$, on classes (methods) that map all private and sharable classes (methods) to an equivalence class of its own and all public classes (methods) to $\bullet_C$ ($\bullet_M$). A program that only defines and creates public classes, objects, and methods is called a public program. The set of public programs is denoted Program. For convenience we parameterise the set of public programs on the (sharable) classes a public program has initial knowledge of (through sharing): let $T \subseteq \text{Class}$, we then write Program$^T_\bullet$ to denote the set of public programs with
access to the classes in $\mathcal{I}$, i.e., $\forall Q \in \text{Program}_{\mathcal{I}}^\sharp : \forall \sigma \in Q.\text{classes} : Q.\text{sharing}(\sigma) \subseteq \mathcal{I}$.

Finally, we need to abstract the method names used in method invocation instructions. In general this can be done by using static inheritance instead of dynamic dispatch, i.e., syntactically duplicating inherited methods. For our use, however, it is sufficient to compute a conservative approximation of the abstract method lookup, denoted $\text{methodLookup}_{\equiv}$, used in the control flow analysis:

$$
\text{methodLookup}_{\equiv}(\text{Ref } \sigma)_C =
\begin{cases}
\bigcup_{m \in P.\text{methods}} \text{methodLookup}_{\equiv}(m, [\text{Ref } \sigma]_C) & \text{if } [\text{Ref } \sigma]_C \neq \bullet_C \\
\{\bullet_M\} & \text{otherwise}
\end{cases}
(1)
$$

The above is sound and sufficient for the case where public programs are downloaded to run with our private program. Thus the public program can inherit from the private program, but not the other way around. Note that inheritance is not, as such, related to leaking references and is only mentioned here because we wish to model dynamic dispatch rather than use static inheritance.

We can now specify the hardest attacker (HA) as a constraint that contains all the constraints that the analysis can possibly give rise to:

**Definition 4 (Hardest Attacker).** The Hardest Attacker with respect to the discrete equivalence relation for $P$, written $\mathcal{H}_P$, is defined as the following constraint:

$$
\mathcal{H}_P = \{\bullet_C\} \subseteq \hat{S}(\bullet_M) \land \hat{L}(\bullet_M) \subseteq \hat{S}(\bullet_M) \land \hat{S}(\bullet_M) \subseteq \hat{L}(\bullet_M) \land \{\text{INT}\} \subseteq \hat{S}(\bullet_M) \land \\
\forall [\text{Ref } \sigma]_C \in \hat{S}(\bullet_M) : \hat{H}([\text{Ref } \sigma]_C) \subseteq \hat{S}(\bullet_M) \land \\
\forall [\text{Ref } \sigma]_C \in \hat{S}(\bullet_M) : \hat{S}(\bullet_M) \subseteq \hat{H}([\text{Ref } \sigma]_C) \land \\
\forall \sigma \in P.\text{shareable} : ([\text{Ref } \sigma]_C) \subseteq \hat{L}(\bullet_M) \land \\
\forall [\text{Ref } \sigma]_C \in \hat{S}(\bullet_M) : \\
\forall [m_v]_M \in \text{methodLookup}_{\equiv}(\text{Ref } \sigma)_C \\
\hat{S}(\bullet_M) \subseteq \hat{L}([m_v]_M) \\
[m_v]_{M.\text{return Val}} \Rightarrow \hat{S}([m_v]_M) \subseteq \hat{S}(\bullet_M)
$$

The Lemma below is the formal statement of the fact that the HA as defined actually generates (or contains) all the constraints that can possibly be generated from a program with initial knowledge of public classes and methods only:

**Lemma 2.** Let $P \in \text{Program}$ and $\mathcal{I} \subseteq P.\text{shareable}$ then $\forall Q \in \text{Program}_{\mathcal{I}}^\sharp : (\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} \mathcal{H}_P \Rightarrow (\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} G[Q]$.

This leads to the following observation:

**Lemma 3.** Let $P \in \text{Program}$, $\mathcal{I} \subseteq P.\text{shareable}$, and assume $(\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} G[P] \land \mathcal{H}_P$, then $\forall Q \in \text{Program}_{\mathcal{I}}^\sharp : (\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} G[P] \land G[Q]$.

We can now state and prove the main Theorem for hardest attackers:

**Theorem 2.** For $P \in \text{Program}$ and $\mathcal{I} \subseteq P.\text{shareable}$ assume $(\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} G[P] \land \mathcal{H}_P$, then $\forall Q \in \text{Program}_{\mathcal{I}}^\sharp : (\hat{H}, \hat{L}, \hat{S}) \models (P | Q)$.

**Proof.** Follows from Lemmas 1 and 3, and a technical lemma regarding program composition. ■
Below we state a corollary showing explicitly how this can be used to validate that a program does not leak any private knowledge. However, the above theorem is of a more general nature since any property that can be validated using only an analysis result is amenable to the Hardest Attacker approach.

**Corollary 3.** Let $P \in \text{Program}$, $\mathcal{I} \subseteq P.\text{sharable}$, such that $(\hat{H}, \hat{L}, \hat{S}) \models_{\text{ALFP}} G[P] \land H_{P}$ and assume that $[\text{Ref } \tau]_C \notin \hat{H}([\text{Ref } \sigma]_C)$ and for all $[m_v]_M$ s.t. $[\text{Ref } \sigma]_C \in [m_v]_M.\text{class}$ implies $[\text{Ref } \tau]_C \notin (\hat{S}([m_v]_M) \cup \hat{L}([m_v]_M))$ then $\forall Q \in \text{Program}^*_\mathcal{I}. (P \mid Q) \vdash \tau \not\sim \sigma$

In other words: If no leaks can be detected in the result of analysing a program, $P$, in conjunction with the Hardest Attacker, then $P$ will never leak to any public program $Q$.

In the following we apply the Hardest Attacker approach to the examples shown earlier. For program $P_{AB}$ the discrete equivalence relations are easily computed: the classes $\text{Alice}$ and $\text{Bob}$ are in their own respective equivalence classes, denoted $[\text{Ref } \text{Alice}]_C$ and $[\text{Ref } \text{Bob}]_C$. Similarly for methods: every method defined in $\text{Alice}$ of $\text{Bob}$ is mapped to its own equivalence class.

The abstract method lookup is computed as specified by (1):

\[
\text{methodLookup}_{\equiv}(x) = \begin{cases} 
\{[\text{Alice.m_Alice}]_M\} & \text{if } x = [\text{Ref } \text{Alice}]_C \\
\{[\text{Bob.m_Bob}]_M, [\text{Bob.update}]_M\} & \text{if } x = [\text{Ref } \text{Bob}]_C \\
\{\bullet_M\} & \text{otherwise}
\end{cases}
\]

The next step is to generate constraints according to Theorem 2 and solving them: $G[P_{AB}] \land H_{P_{AB}}$. From the small excerpt of the result, shown below, it follows that the requirements of Corollary 1 do not hold, since a reference to $\text{Alice}$ potentially can be leaked, and thus the program is (potentially) not secure: $[[\text{Ref } \text{Alice}]_C] \subset \hat{S}(\bullet_M)$, $[[\text{Ref } \text{Alice}]_C] \subset \hat{L}(\bullet_M)$, $[[\text{Ref } \text{Alice}]_C] \subset \hat{H}(\bullet_C)$. Figure 6 shows a version of the program where the security flaw has been removed. Applying the same techniques as above, we obtain the following result: $(\hat{S}(\bullet_M) \cup \hat{L}(\bullet_M) \cup \hat{H}(\bullet_C)) \cap \{[\text{Ref } \text{Alice}]_C\} = \emptyset$. Thus, by Corollary 3, we conclude that for all $\mathcal{I} \subseteq P_{AB}.\text{sharable}$: $\forall Q \in \text{Program}^*_\mathcal{I}: \forall \sigma \in$

```
class Alice {
    void m_Alice(Obj) {
        0: load 1
        1: load 0
        2: invokevirtual Bob.update(Obj)
        3: return
    }
}

class Bob {
    void m_Bob() {
        0: return
        /... */
    }
}
```

Fig. 6. Program $P_{AB'}$: a corrected version of $P_{AB}$
Q.classes: $(P_{AB'} | Q) \vdash Alice \not\rightarrow \sigma$ and therefore that program $P_{AB'}$ does not leak a reference to Alice to any public program.

6 Conclusions and Future Work

In this paper we have presented a method for verifying that applets do not leak sensitive object references to any attack-applet. The hardest attacker approach makes it possible to assure security of sensitive applets even when dynamic loading of applets is allowed. Our approach is not confined to checking for leaking references. Any property that can be verified by using the analysis result alone are amenable to the hardest attacker as described in Section 5. Investigating precisely what properties can be expressed this way is left for future work; as is extending the analysis to include more advanced features.
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Abstract. We show how to combine trust management theories with nonce-based cryptographic protocols. The strand space framework for protocol analysis is extended by associating formulas from a trust management logic with the transmit and receive actions of the protocol principals. The formula on a transmission is a guarantee; the sender must ensure that this formula is true before sending the message. The formula on a receive event is an assumption that the recipient may rely on in deducing future guarantee formulas. The strand space framework allows us to prove that a protocol is sound, in the sense that when a principal relies on a formula, another principal has previously guaranteed it. We explain the ideas in reference to a simple new electronic commerce protocol, in which a customer obtains a money order from a bank to pay a merchant to ship some goods.

Cryptographic protocol analysis has aimed primarily to determine what messages another principal must have sent or received, when one principal is known to have sent or received certain messages. However, other questions are also important: what does a principal commit herself to when she executes a protocol? What assumptions must she accept, on the basis of her peers’ assertions, to be willing to execute a protocol to the end? Answers to these questions spell out the trust assumptions of a protocol. We introduce here a method for reasoning about trust assumptions. The method clarifies the goals and consequences of engaging in a protocol, and the trust required to complete a protocol run.

Trust management allows principals to make access control decisions using a local policy to combine assertions made by their peers [18,5]. The same local access control policy also controls the action of making assertions (including requests) to other principals. Cryptographic methods such as digital signatures are used to determine which principal uttered each assertion. A central advantage of trust management is that it handles naturally different principals who trust each other for some kinds of assertions, but not all. A major subtrend is logical trust management [18,2,19]. Here the local policy is a logical theory held by the principal, so that access control is decided by logical derivation.

Despite sophisticated academic work, trust management has seen limited uptake. It imposes a substantial security management burden on organizations that

* Supported by the MITRE-Sponsored Research Program.
would use it. This burden is exacerbated by problems with key management and revocation. If the cryptographic secrets on which the method depends are poorly protected, then the likelihood of achieving benefits appears too low to offset the effort. From this point of view, Trusted Platform Modules (TPMs) [4], create an opportunity. These inexpensive cryptographic chips, now available in commercial personal computers, provide secure storage, on-chip cryptographic operations, and facilities to report securely on the system’s software state. The TPM is organized around nonce-based protocols,¹ so remote principals receive freshness guarantees with the information they retrieve from TPM-equipped devices. Thus, the TPM is a promising platform for trust management [16], assuming trust management can effectively exploit nonce-based protocols.

**Goal of this paper.** Here we aim to resolve one underlying theoretical question needed to provide a rigorous basis for using the TPM as a platform for trust management. That is, what forms of reasoning can soundly combine information from nonce-based protocols and trust management theories?

Our answer uses the well-developed strand space theory. Strand spaces allow us to determine what security goals a cryptographic protocol achieves [12,24]; to decide when different cryptographic protocols may safely be combined [11]; to study interactions between protocols and the cryptography or message formatting used to implement them [13,15]; and to guide protocol design [10,23].

We now augment strand spaces with a rely-guarantee method [17]. The formulas are borrowed from a trust management logic, the choice of which is not tightly constrained by our method. The designer of a protocol annotates the behaviors of the principals with formulas. The formula associated with a message transmission must be guaranteed by the sender. Before sending the message, a principal obeying the protocol ensures the truth of the formula, presumably by combining reliable locally available data with guarantees offered earlier by other principals, using deduction in the local policy theory. The sender asserts the formula when sending the message. When another principal receives a message, that principal may rely on the fact that the sender has asserted the formula. The receiving principal can use the assertion in later deductions.

A protocol annotated with rely and guarantee formulas is sound if in every execution, whenever a principal receives a message and relies on a formula, there were corresponding message transmissions, guaranteeing assertions that are at least as strong. The existing methods of the strand space theory may be used to prove annotated protocols sound. They may also be used to prove that the guaranteeing message transmissions occurred recently, rather than involving time scales on which revocation or key compromise are realistic threats.

Section 1 introduces a simple illustrative protocol, based on money orders. Section 2 codifies the essential ingredients of logical trust management. The rely-guarantee method itself is in Section 3. Section 4 defines soundness and proves soundness for the example. Related work is in Section 5.

---

¹ A nonce is a randomly chosen bitstring, used in protocols to ensure freshness and avoid replay attacks.
1 Example: Electronic Purchase Using Money Orders

The new protocol EPMO (Figure 1) borrows ideas from [22,21], using the authentication tests as a design principle [10]. Variables $N_p$ range over nonces; $[t]_P$ is the message $t$ signed by $P$; $\{t\}_P$ is $t$ encrypted using $P$’s public key; and $\text{hash}(t)$ is a cryptographic hash of $t$.

A customer and a merchant want to agree on a purchase, transferring payment with the aid of a bank. Here goods is a description of the items requested; price is the proposed price. $N_m$ serves as a transaction number. After obtaining a quote from the merchant, the customer obtains a “money order” containing $N_b$ from the bank to cover the purchase, and delivers it to the merchant. The merchant “endorses” it by combining $N_b$ with $N_m$, and delivers the endorsement to the bank. At the end of the protocol, the bank transfers the funds, and the merchant ships the goods; otherwise, the principals engage in a resolution protocol not specified here. $B$ does not learn goods, and learns $M$ only if the transaction completes. Although $B$ does not transfer funds until $M$ cashes the money order, $B$ may put a “hold” on money in $C$’s account. If the money order is not redeemed within an implementation-defined timeout period, then it expires and $B$ releases the hold on $C$’s account.

EPMO is designed not to disclose which principals are interacting, nor the goods or price. It does not protect against denial of service. An adversary can encrypt messages, using $B$’s public key, to cause holds on all the money in $C$’s account. Although a more complex protocol would prevent this attack, EPMO illustrates a more interesting interplay between protocols and trust.

2 Tenets of Logical Trust Management

A trust management logic consists of two ingredients, a language $L$ and a consequence relation $\rightarrow$. The language $L$ is a set of formulas, some of which are
assertions that we present in the form “P says φ,” where φ ∈ L. There may be other operators such as P authorizes φ. A formula is an assertion if it is of the form t says φ. Logical trust management is based on four underlying tenets.

1. Each principal P holds some set of statements as its theory ThP. P derives conclusions within ThP using other principals’ utterances P’ says φ as additional premises. P may utter P says φ after deriving φ.

2. Some assertions are self-certifying, namely P’s statements about P’s own utterances or desires. If P utters P says φ, then P has said something true. If P says P authorizes φ, then P has authorized it.

3. A principal P may have reliable knowledge of particular states of affairs. P draws only true conclusions about them, because P uses data available locally and sound inferences. For instance, a human resources department may reliably know the members of each department. It deduces that a person is an employee if there exists a department of which she is a member. Reliable knowledge is not a matter of logical form, however. Instead, a principal P1 makes trust assumptions about other principals P2. P1 may believe that P2 says φ implies φ. This implication expresses P1’s trust assumption that P2 knows reliably about φ, and will speak truthfully.

ThP (from Tenet 1) includes both P’s reliable knowledge and P’s local policy for inferring conclusions.

4. A principal P1 may control a resource r. P1 takes an action φ(r, P2) against r on behalf of another principal P2, whenever P1 derives a statement such as “P2 requests φ(r, P2) and P2 should be permitted φ(r, P2).” Taking an action as a consequence of an inference is reminiscent of Aristotle’s practical syllogism [3, Bekker 1144a31].

The derivations in Tenet 1 proceed according to the rules of inference of some underlying logic. In some recent work [19], these logics are simple, e.g. sublogics of Datalog. This has the advantage of a complete terminating deduction procedure, and some questions about trust between principals are efficiently decidable [20]. We adopt here the far stronger logic of [2], with syntactic sugar distinguishing “requests” and “authorizes” from “says”.

3 A Rely-Guarantee Method for Strand Spaces

The rely-guarantee method was invented for reasoning about shared state parallel programs [17]. We adapt it here, with simplifications, for the case in which the “parallel program” or distributed system is a cryptographic protocol in which each regular (i.e. uncompromised) participant makes decisions according to a trust management theory. In this case, the shared state is the set of messages that have been sent and the set of formulas derived by each participant.

3.1 Annotated Protocols

A protocol designer must complete two successive steps, namely defining the protocol itself and then annotating the protocol.
Defining the Protocol. A protocol is a finite set of parameterized strands [13]; see Appendix A for definitions. Each strand contains a number of nodes. Each node transmits or receives a message $\pm t$, where the message $t$ may depend on the parameters. The forms of the strands are given by a set $\{S_j[X]\}_{j \in J}$; the indices $j$ are called the roles of the protocol. The behavior of the role $j$ is like a template, containing parameters $X = X_1, \ldots, X_k$. We regard this template as determining, for each assignment of values to the parameters, a set of strands; any two strands in this set transmit and receive the same values. We use the notation $S_j[X_1, \ldots, X_k]$ both to refer to the template itself, and also, when values are assigned to the parameters $X$, to refer to the set of concrete strands whose behavior is to send and receive messages with these parameters.

Each parameterized strand $S[X]$ has a distinguished parameter $X_p$ which is the principal executing this strand. We write $\text{prin}(S[X_1, \ldots, X_k]) = X_p$ and $\text{prin}(n) = X_p$ if $n$ is a node lying on this strand.

In the case of EPMO, the roles are Bank, Customer, and Merchant, each containing the send and receive events shown in the corresponding column of Figure 1. Letting $p, g$ stand for the price and goods, the parameters to the roles and their distinguished parameters are:

- $s_b \in \text{Bank}[B, C, M, p, N_m, N_b]$  \hspace{1cm} $\text{prin}(s_b) = B$
- $s_c \in \text{Cust}[B, C, M, p, g, N_c, N_m, N_b]$ \hspace{1cm} $\text{prin}(s_c) = C$
- $s_m \in \text{Merch}[B, C, M, p, g, N_c, N_m, N_b]$  \hspace{1cm} $\text{prin}(s_m) = M$

Each of these is a set of strands, i.e. all strands $s$ such that $tr(s)$ is the sequence of sends and receives shown in one column of Figure 1, for the given values of the parameters.

Annotating the protocol. Having defined a parametrized strand $S[X]$ for each role, the protocol designer annotates them, attaching a formula to each node $n$.

If $n$ is a positive (transmission) node, then the formula represents a guarantee that $\text{prin}(n)$ asserts to its peers; we write these formulas as $\gamma_n$ to emphasize their role as guarantees. If, for $n$ positive, $\text{prin}(n) = P$ and $P$ holds theory $\text{Th}_P$, then the intended behavior of $P$ at $n$ is to attempt to derive $\gamma_n$ within $\text{Th}_P$. Success means that $P$ may continue the protocol and transmit $\text{term}(n)$, in accord with Tenet 1; failure means that $P$ must terminate executing this strand. Thus transmission of $\text{term}(n)$ indicates that $\text{prin}(n)$ says $\gamma_n$.

If $n$ is a negative (reception) node, then $\text{prin}(n)$ will rely on the formula associated with $n$, which we write $\rho_n$. Typically stating that other principals have made certain assertions, $\rho_n$ is a premise that $\text{prin}(n)$ can use in future deductions. In deriving $\gamma_m$ for a later node $m$, $P$ works from $\text{Th}_P \cup \{\rho_n: n \Rightarrow^+ m\}$, i.e. the original theory augmented by rely statements $\rho_n$ for earlier nodes on the strand.

The formulas $\gamma_n$ and $\rho_n$ may involve the parameters, so that the actual formula in a run involving values $v = v_1, \ldots, v_j$ is $\gamma_i[v/X]$ or $\rho_i[v/X]$.

**Definition 1.** An annotated protocol $\Pi$ consists of a set of parameterized regular strands $\{S_j[X]\}_{j \in J}$ together with a pair of functions $\gamma$ and $\rho$ from nodes of
these strands to formulas of \( L \), such that \( \gamma \) is defined on positive nodes and \( \rho \) is defined on negative nodes.

The strand space \( \Sigma_\Pi \) over \( \Pi \) consists of all instances of the parametric strands \( S_j[X] \) together with all penetrator strands from Definition 8. The bundles over \( \Sigma_\Pi \) are determined by Definition 7.

Some earlier work [1,18] defines protocols whose messages contain formulas like the \( \gamma_n \). However, protocols can work properly without embedded formulas, and can fail even with them. The approach does not allow sharing different information with different peers, as \( C \) shares goods with \( M \) but not with \( B \). We thus associate the guarantee with the sending node, not with the message itself.

3.2 EPMO Annotated

In the example of EPMO, there are four non-trivial guarantees, and four non-trivial rely formulas (Table 1). We write them in terms of the predicates:

\[
\text{transfer}(B, p, M, N) \quad B \text{ transfers } p \text{ to } M \text{ in reference to } N
\]

\[
\text{ship}(M, g, C) \quad M \text{ ships } g \text{ to } C
\]

The guarantee or rely formula associated with node \( n_{p,i} \) is \( \gamma_{p,i} \) or \( \rho_{p,i} \) respectively. Any node not shown in Table 1 has the trivially true formula True.

<table>
<thead>
<tr>
<th>Table 1. Guarantee and Rely formulas for EPMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank:</td>
</tr>
<tr>
<td>( \gamma_{b,2} ) \quad \forall P_M \quad \text{if} \quad C \text{ authorizes } \text{transfer}(B, \text{price}, P_M, N_m), \quad \text{and} \quad P_M \text{ requests } \text{transfer}(B, \text{price}, P_M, N_m), \quad \text{then} \quad \text{transfer}(B, \text{price}, P_M, N_m). )</td>
</tr>
<tr>
<td>( \rho_{b,3} ) \quad C \text{ says } \gamma_{c,5}, \quad \text{and} \quad M \text{ says } M \text{ requests } \text{transfer}(B, \text{price}, M, N_m). )</td>
</tr>
<tr>
<td>Customer:</td>
</tr>
<tr>
<td>( \rho_{c,2} ) \quad M \text{ says } \gamma_{m,2}. )</td>
</tr>
<tr>
<td>( \rho_{c,4} ) \quad B \text{ says } \gamma_{b,2}. )</td>
</tr>
<tr>
<td>( \gamma_{c,5} ) \quad C \text{ authorizes } \text{transfer}(B, \text{price}, M, N_m). )</td>
</tr>
<tr>
<td>Merchant:</td>
</tr>
<tr>
<td>( \gamma_{m,2} ) \quad \forall P_B \quad \text{if} \quad \text{transfer}(P_B, \text{price}, M, N_m), \quad \text{then} \quad \text{ship}(M, \text{goods}, C). )</td>
</tr>
<tr>
<td>( \rho_{m,3} ) \quad B \text{ says } \gamma_{b,2}, \quad \text{and} \quad C \text{ says } \gamma_{c,5}. )</td>
</tr>
<tr>
<td>( \gamma_{m,4} ) \quad M \text{ requests } \text{transfer}(B, \text{price}, M, N_m), \quad \text{and} \quad \text{ship}(M, \text{goods}, C). )</td>
</tr>
</tbody>
</table>

**Bank Behavior.** The bank guarantees a quantified implication \( \gamma_{b,2} \) on its second node \( n_{b,2} \). The universally quantified payee makes the money order an instrument payable to the bearer. Its rely statement \( \rho_{b,3} \) notes that \( C \text{ says } C \text{ authorizes payment.} \) Since “authorizes” is self-certifying (Tenet 2), this implies \( C \) does
authorize payment. Formula $\rho_{b,3}$ also notes $M$’s statement $M$ says $M$ requests price. $B$ instantiates $P_M$ with $M$, inferring that it should transfer price from $C$ to $M$, as in Tenet 4. By Tenet 2, the bank does not need to trust either $C$ or $M$.

Customer Behavior. The customer makes no guarantee on $n_{c,1}$. It relies on $M$’s offer $\gamma_{m,2}$ on $n_{c,2}$, and $B$’s assertion $\gamma_{b,2}$ on $n_{c,4}$.

The self-certifying guarantee $\gamma_{c,5}$ is crucial for the protocol, as it authorizes the transfer. $C$ utters $\gamma_{c,5}$ only if the transfer is acceptable. There are two trust decisions here (Tenet 3), whether to accept the implications

$$(B \text{ says } \gamma_{b,2}) \supset \gamma_{b,2} \text{ and } (M \text{ says } \gamma_{m,2}) \supset \gamma_{m,2}.$$ 

$C$ presumably accepts the former, having already decided to establish an account with $B$. $C$’s decision whether to trust $M$ for $\gamma_{m,2}$, uses previous experience or data from the Better Business Bureau, as encoded in $C$’s trust management theory $\text{Th}_C$. If $C$ accepts the implication and derives $\gamma_{c,5}$, and if $M$ requests price, then by $\gamma_{b,2}$ and $\gamma_{m,2}$, $M$ will ship the goods.

Merchant Behavior. The merchant, upon receiving the first message, considers whether to sell goods for price to customer $C$. Deducing $\gamma_{m,2}$ from $\text{Th}_M$ signals acceptance. In $\gamma_{m,2}$, the bank is universally quantified; the premise that the money will be transferred ensures $M$ can reject an untrustworthy bank later.

On $n_{m,3}$, $M$ relies on the self-certifying $\gamma_{c,5}$, as well as $B$ says $\gamma_{b,2}$. $M$’s criterion for trusting $B$ for $\gamma_{b,2}$ is encoded in $\text{Th}_M$; possibly $M$ checks a list of reputable banks. If $M$ infers $\gamma_{b,2}$, it follows that $B$ will transfer the funds upon request. If $M$ makes the request, it must also ship the goods.

An affirmative decision is recorded in $\gamma_{m,4}$. The first conjunct is needed by $B$ to justify the transfer. The second half, by Tenet 4, may have a side-effect, such as transmitting a shipping order to the shipping department.

4 Execution Semantics for Annotated Protocols

We now give a semantics for protocols by defining, given an assignment of theories to principals, what bundles can occur, namely the permissible bundles. We also define soundness, meaning that rely formulas always follow from previously asserted guarantees.

**Definition 2.** Let $\Pi$ be an annotated protocol, let $B$ be a bundle over $\Sigma_\Pi$, and let each principal $P$ hold theory $\text{Th}_P$. $B$ is permissible if, for each positive regular $n \in B$ with $\text{prin}(n) = P$, $\gamma_n$ is derivable from $\{\rho_m : m \Rightarrow^+ n\}$ in $\text{Th}_P$.

Only permissible bundles can really occur, assuming that regular principals play by the rules and do not transmit a message without deducing the corresponding guarantee $\gamma_n$. There is no assumption that the penetrator deduces anything, as no formulas are associated with any penetrator node.
4.1 Sound Protocols

We next introduce a property of annotated protocols themselves, not concerned with individual bundles and principal theories. A protocol is sound if the formulas \( \rho_n \) on which principals rely are always true, in the sense that other principals have in fact made the assertions that \( \rho_n \) says they have made. A “soundness” attack on a protocol is a bundle \( B \) in which a regular principal relies on \( \rho_n \), but without nodes \( m \in B \) whose guarantees \( \gamma_m \) would justify \( \rho_n \). We give an example of unsoundness in Section 4.4.

Soundness is achievable only when certain nonces are unpredictable and certain keys are uncompromised. By a security value for a parameterized strand \( S_j[X] \), we mean a function \( f(X) \). In practice \( f \) is always either a projection taking value \( X_i \) for some \( i \) or else an associated key such as \( K_{X_i}^{-1} \).

A security value assignment for a protocol \( \Pi \) is a pair of finite functions \( \text{unique}, \text{non} \), each giving a set of security values for each role. An example appears in Table 2. If \( s \in S_j[v] \) is a strand and \( B \) is a bundle \( s \) intersects, then \( B \) respects \( \text{unique}, \text{non} \) for \( s \) if \( f \in \text{unique}(S_j) \) implies \( f(v) \) is uniquely originating in \( B \), and \( f \in \text{non}(S_j) \) implies \( f(v) \) is non-originating in \( B \). \( B \) respects \( \text{unique}, \text{non} \) if it respects it for every regular \( s \) such that \( B \) intersects \( s \).

**Definition 3. Soundness.** Bundle \( B \) supports a negative node \( n \in B \) iff \( \rho_n \) is a logical consequence of the set of formulas \( \{ \text{prin}(m) \text{ says } \gamma_m : m \prec_B n \} \).

Let \( \Pi \) be an annotated protocol, and let \( \text{unique}, \text{non} \) be a security value assignment for \( \Pi \). \( \Pi \) is sound for \( \text{unique}, \text{non} \) if, whenever \( B \) is a bundle over \( \Pi \) that respects \( \text{unique}, \text{non} \), for every negative \( n \in B \), \( B \) supports \( n \).

Typically, each rely formula \( \rho_n \) is a conjunction of assertions \( P \text{ says } \phi \). Each conjunct is of the form \( \text{prin}(m) \text{ says } \gamma_m \), or, if \( \gamma_m \) is itself a conjunction \( \phi_1 \land \ldots \land \phi_k \), alternatively \( \text{prin}(m) \text{ says } \phi_i \).\(^2\) Thus, one need only show there is such an \( m \prec_B n \). The rely formulas of Table 1 were chosen in this way. For instance, \( \rho_{c,2} \) will be true as long as there is a merchant strand whose second node occurred previously and agrees with \( n_{c,2} \) on the variables occurring in \( \rho_{c,2} \), namely \( C, M, \text{goods}, \text{price}, N_m \). Parameters not occurring in \( \rho_{c,2} \) are unconstrained in the corresponding node. For instance, \( N_c \) is relevant to the working of the protocol, but does not occur in \( \rho_{c,2} \).

Soundness is a horizontal condition: it concerns the message communication arrows that tie different strands together. By contrast, permissibility is a vertical condition: it concerns the local behaviors on the individual regular strands in a bundle. All the reasoning on our framework occurs locally on individual strands, while soundness ensures that the protocol coordinates assumptions with earlier conclusions on other strands.

4.2 Recent Soundness

Assertions do not last forever. A money order becomes stale, and the issuing bank will no longer redeem it. Goods are no longer worth the price, or are no

\(^2\) Following [2], \( P \text{ says } (\phi \land \psi) \) implies \( P \text{ says } \phi \land P \text{ says } \psi \).
longer be available at a quoted price. Principals want to ensure that they rely only on recently made statements. We write first$(s)$ to refer to the first node on a strand $s$ and last$(s)$ to refer to the last, and we define [10]:

**Definition 4. Recency.** A node $m$ is recent for $n$ in bundle $B$ if there exists a strand $s$ such that $\text{first}(s) \preceq_B m$ and $n \preceq_B \text{last}(s)$.

When $m$ is recent for $n$, strand $s$ that “measures” the delay between them. Suppose there is a timeout value $b$, and all regular strands are implemented to time out before the total elapsed time between first node and last node reaches $b$. Then recency bounds the total elapsed time between $m$ and $n$ by $b$. The incoming and outgoing authentication tests establish recency (Appendix A, Propositions 4–5).

**Definition 5. Recent Soundness.** Bundle $B$ recently supports a negative node $n \in B$ iff $\rho_n$ is a logical consequence of the set of formulas

$$\{ \text{prin}(m) \text{ says } \gamma_m : m \preceq_B n \land m \text{ is recent for } n \}.$$ 

$\Pi$ is recent-sound for unique, non if, whenever $B$ is a bundle over $\Pi$ that respects unique, non, for every negative $n \in B$, $B$ recently supports $n$.

Organizations have various techniques to allow themselves to ensure assertions will remain true for the near future, the next $b$ time units. In EPMO, $B$ puts a hold on the amount price in $C$’s account, so that when $M$ redeems the money order, $B$ will still be willing to transfer this amount of money.

### 4.3 Recent Soundness of EPMO

We now establish the soundness of EPMO, using the security value assignment in Table 2. We let $K_{P}^{-1}$ be $P$’s private decryption key, and let $K_{P,\text{sig}}^{-1}$ be $P$’s private signature key. The notation $S[v_1,*,v_3]$ means $\bigcup_{X_2} S[v_1,X_2,v_3]$. We assume tacitly that hashes are uninvertible, which could be formalized (Appendix A) as a non-origination assumption.

Because the $M$’s rely statement $\rho_{m,3}$ is a conjunction, $M$ must be assured that there are matching bank and customer nodes $n_{b,2}$ and $n_{c,4}$. They must agree with $n_{m,3}$ at least for the variables $B, C, p, N_m$ and $B, C, M, p, N_m$, respectively.

### Table 2. Security Value Assignment for EPMO

<table>
<thead>
<tr>
<th>Role</th>
<th>non</th>
<th>unique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>${K_C^{-1}, K_{B,\text{sig}}^{-1}, K_{M,\text{sig}}^{-1}}$</td>
<td>${N_m, N_b, N_c}$</td>
</tr>
<tr>
<td>Cust</td>
<td>${K_C^{-1}, K_{M}^{-1}, K_{B}^{-1}}$</td>
<td>${N_c}$</td>
</tr>
<tr>
<td>Merch</td>
<td>${K_C^{-1}, K_{B,\text{sig}}^{-1}}$</td>
<td>${N_m, N_b, N_c}$</td>
</tr>
</tbody>
</table>
Proposition 1 Suppose: \( m \in \text{Merch}[B,C,M,p,g,N_c,N_m,N_b] \); \( n_{m,3} \in B \); \( B \) respects unique, non for \( m \); and \( N_c \neq N_m \). Then \( n_{b,2}, n_{c,5} \in B \) for some \( b \in \text{Bank}[B,C,*,p,N_c,N_m,N_b] \) and \( c \in \text{Cust}[B,C,M,p,g,N_c,N_m,N_b] \); moreover \( n_{b,2}, n_{c,5} \) are recent for \( n_{m,3} \).

Proof. Node \( n_{b,2} \) follows by an incoming test on test value \( N_m \). The message sent on \( n_{b,2} \) takes the form \([\text{hash}(C \cdot N_b \cdot N_m \cdot \text{price})]_B \cdot [\{N \cdot N_b\}]_C \) for some \( N \). To establish \( n_{c,5} \), observe that \( N_b \) is uniquely originating on \( n_{b,2} \); \( K_{c,1}^{-1} \in \text{safe} \), and \( \text{hash}(\cdot) \) is uninvertible. Hence nodes \( n_{b,2} \) and \( n_{m,3} \) form an outgoing test.

Thus there is a customer strand transforming \( t \cdot [\{N' \cdot N_b\}]_C \Rightarrow t \cdot N_b \). By the protocol definition, \( t \) is a money order containing bank nonce \( N_b \). Because \( N_b \) is uniquely originating, and a money order is always a point of origination for its bank nonce, \( t = [\text{hash}(C \cdot N_c \cdot N_b \cdot N_m \cdot \text{price})]_B \). Finally, to see that \( c \) agrees on \( p \), observe that \( n_{m,2} \Rightarrow n_{m,3} \) is also an outgoing test. Thus, there is a customer strand \( c' \) with parameters \( C,M,p,g,N_c,N_m \); \( c' = c \) because \( N_c \) originates uniquely, but originates on both customer strands.

For recency, observe that \( N_m \sqsubseteq \text{term}(n_{b,2}) \) and \( N_m \sqsubseteq \text{term}(n_{c,3}) \), while \( N_m \) originates uniquely at \( n_{m,2} \); thus, \( m \) measures the delay since \( n_{b,2} \) and \( n_{c,3} \).

We show next that \( B \) gives guarantees for the rely formula \( \rho_{b,3} \), i.e. it contains nodes \( n_{c,5} \) and \( n_{m,4} \). Nodes \( n_{c,5} \) and \( n_{m,4} \) must agree with \( \rho_{b,3} \) on the parameters \( B,C,M,\text{price},N_m \) occurring in \( \gamma_{c,5} \) and in the first conjunct of \( \gamma_{m,4} \).

Proposition 2 Suppose that \( b \in \text{Bank}[B,C,M,p,N_c,N_m,N_b] \), where \( N_c \neq N_b \neq N_m \); suppose \( B \) respects unique, non for \( b \); and suppose \( n_{b,3} \in B \). Then \( n_{m,4}, n_{c,5} \in B \) for some

\[ m \in \text{Merch}[B,C,M,p,*,N_m,N_b] \text{ and } c \in \text{Cust}[B,C,M,p,*,*,N_m,N_b] \]

Nodes \( n_{m,4}, n_{c,5} \) are recent for \( n_{b,3} \).

Proof. By the incoming test principle (Proposition 5), there is a regular node between \( n_{b,2} \) and \( n_{b,3} \) emitting \([\text{hash}(B \cdot N_b \cdot N_m)]_M \). By pattern matching, this is node \( n_{m,4} \) of a merchant strand with parameters \( B,M,N_b,N_m \). Hence, it was preceded by a node receiving \( \text{mo}' = [\text{hash}(C' \cdot N_b \cdot N_m \cdot p')]_B \); by unique origination of \( N_b \) and because the protocol emits \( \text{mo}' \) only at a point of origination for \( N_b \), \( \text{mo}' = \text{mo} \). Thus, \( C' = C \) and \( p' = p \). Hence, by Proposition 1, the required customer strand exists.

Customer rely formulas may be justified similarly.

4.4 An Unsound Protocol

An unsound variant of EPMO, in the spirit of the original Needham-Schroeder protocol [22], replaces message 2 from \( M \) to \( C \) by \([\{N_c \cdot N_m \cdot \text{price}\}]_C \). As \( M \)'s name is absent, we can then mount a Lowe-like attack [21]. When, in \( \rho_{m,3} \), \( M \) relies on \( C \) says \( C \) authorizes \( \text{transfer}(B, \text{price}, M, N_m) \), there is no matching guarantee. Instead, \( C \) has authorized \( \text{transfer}(B, \text{price}, M', N_m) \) for some different \( M' \). Therefore, soundness is false.
$M'$ can use the attack, e.g. to arbitrage for his own advantage some discount that $C$ can obtain from $M$. Suppose that $C$ contacts $M'$, when the latter knows $C$ could have got a discounted price from $M$. $M'$ contacts $M$ purporting to be $C$ and requesting a larger amount of goods to make up the expected price. The remainder of the exchange occurs as expected, except that $M'$ skims off the additional goods and delivers the expected shipment to $C$.

5 Conclusion

This paper appears to be the first offering a rigorous method for reasoning about trust management in the context of nonce-based cryptographic protocols, rather than using certificates with expiration dates, as in [18] and much other work. We have illustrated our method with an electronic commerce protocol. We are also using it to make TPMs a basis for access control via trust management [16].

Related Work. A large literature applies logics to reasoning about cryptographic protocols, stretching from [6] to [8]. However, the logics determine what authentication goals a protocol achieves. By contrast, we use the non-logical strand space framework to determine authentication. We cash in those authentication results using soundness (Definition 3), obtaining rely formulas that coordinate the local per-strand trust management reasoning of the distributed principals.

There is a well-entrenched tendency to regard protocol actions as assertions, reflecting the principal’s beliefs and goals, and its appraisals of assertions by others. Generally, however, one has regarded the messages as statements, which may lead to confusion about who is drawing conclusions from the statements, and which masks whether the statement was made by the expected peer. Hence, we have attached the formulas to purely local transmission and reception events. The key notion of protocol soundness allows us to decide whether statements were uttered by the expected peer. A sound protocol is a reliable coordination mechanism for deduction carried out by separate principals.

Taking protocol actions as assertions animates Abadi and Needham’s advice for protocol design [1]. Our interpretation of the assertions as associated with actions rather than with messages is compatible with much of what they say, and could lead to a more precise treatment. For instance, they write:

Principle 1. Every message should say what it means: the interpretation of the message should depend only on its contents.

If the “interpretation” is the guarantee offered by the sender, then this principle recommends that for each message $t$, there should be a single guarantee $\gamma$ asserted on every regular node on which $t$ is sent. All parameters in $\gamma$ should occur in $t$. Similarly:

Principle 2. The conditions for a message to be acted upon should be clearly set out so that someone reviewing a design may see whether they are acceptable or not.
To act on a message means to continue the protocol and send the next message. Our trust management framework “clearly sets out” the condition for this in the guarantee and rely statements. To decide whether to act on a message received, $P$ uses its rely statement, trying to deduce the next guarantee.

**Future Work.** An important question suggested by our work is how to determine the possible shapes that the bundles of a protocol may have. By a *shape*, we mean a set of parametric regular strands with a partial ordering $\preceq$, and a maximum node $n_f$ that all other nodes precede. To be a shape, there must be a bundle, containing precisely the given regular strands, which is normal and efficient in the sense of [12]. In some protocols there is only one possible shape; a bundle for EPMO that contains $n_f = n_{b,3}$ has the shape shown in Figure 1. Other protocols (Otway-Rees, for instance) have more than one shape for a given $n_f$.

Shape analysis allows the protocol designer to explain, when $P_1$ draws some conclusion, exactly which other principals may have made guarantees contributing to $P_1$’s conclusion. For instance, suppose that $P_1$ trusts $P_2$’s local information, so $P_1$ would like to accept $P_2$ says $\phi \supset \phi$. However, $P_1$ may want to know that there is no execution in which $P_2$, when deducing $\phi$, relied on another principal’s assertions. A shape analysis tells us whether a strand of some $P_3$ may have preceded $P_2$’s message transmission, in which case it may have contributed a guarantee on which $P_2$ relied. This is a novel protocol design criterion.

The ideas here also suggest an appealing implementation strategy, in which protocol principals are constructed using a trust management engine [19], together with tabular information describing the structure of the possible strands.

We would also like to know how this method relates to well-developed frameworks for reasoning about knowledge [9,14]. Can the elements of a *trust structure* [7] replace the formulas used here? Computational aspects of logic must also eventually be considered; our framework suggests new properties for which tractability would be desirable [19,20].

**Conclusion.** In this paper, we have developed a rely-guarantee method that can be used to combine trust management logics with nonce-based protocols. The key technical idea was *soundness*, which provides a criterion for whether the protocol is adequate to support the trust reasoning of the principals. We believe that the resulting theory can be useful as a mechanism for cross-organization access control, particularly when supported by hardware such as the TPM that provides reliable security services.
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A Strand Spaces

A set $A$ contains the messages ("terms") to be exchanged. They are freely generated from a set of atoms including texts and keys by concatenation and encryption, in which the second argument is a key. We formalize hashing as encryption with an asymmetric key of which no principal knows the inverse. Message transmission has positive sign, and reception has a negative sign.

Definition 6. A signed term is a pair $⟨σ, a⟩$ with $a ∈ A$ and $σ$ one of the symbols $+, −$. We will write a signed term as $+t$ or $−t$. $(±A)^*$ is the set of finite sequences of signed terms. A strand space over $A$ is a set $Σ$ with a trace mapping $tr : Σ → (±A)^*$. Fix as strand space $Σ$:

1. The subterm relation $⊆$ is defined inductively, as the smallest relation such that $a ⊆ a$; $a ⊆ {g}_K$ if $a ⊆ g$; and $a ⊆ g ∗ h$ if $a ⊆ g$ or $a ⊆ h$.
   
   By this definition, for $K ∈ K$, we have $K ⊆ {g}_K$ only if $K ⊆ g$ already.
2. Suppose $I$ is a set of terms. The node $n ∈ N$ is an entry point for $I$ iff $term(n) = +t$ for some $t ∈ I$, and whenever $n → + n$, term($n'$) $∉ I$.
3. An term $t$ originates on $n ∈ N$ iff $n$ is an entry point for $I = \{t' : t ⊆ t'\}$.
4. An term $t$ is uniquely originating in $S ⊆ N$ iff there is a unique $n ∈ S$ such that $t$ originates on $n$, and non-originating if there is no such $n ∈ S$.

If a term $t$ originates uniquely in a suitable set of nodes, then it can play the role of a nonce or session key. If it is non-originating, it can serve as a long-term secret, such as a shared symmetric key or a private asymmetric key. $N$ together with both sets of edges $n_1 → n_2$ (message transmission) and $n_1 ⇒ n_2$ (succession on the same strand) is a directed graph $⟨N, (→ ∪ ⇒)⟩$. A bundle is a subgraph of $⟨N, (→ ∪ ⇒)⟩$ for which the edges express causal dependencies of the nodes.
**Definition 7.** Suppose \( \rightarrow_B \subset \rightarrow \); suppose \( \nRightarrow_B \subset \nRightarrow \); and let \( B = \langle N_B, (\rightarrow_B \cup \nRightarrow_B) \rangle \) be a finite acyclic subgraph of \( \langle N, (\rightarrow \cup \nRightarrow) \rangle \). \( B \) is a bundle if:

1. If \( n_2 \in N_B \) and \( \text{term}(n_2) \) is negative, then there is a unique \( n_1 \) such that \( n_1 \rightarrow_B n_2 \).
2. If \( n_2 \in N_B \) and \( n_1 \nRightarrow n_2 \) then \( n_1 \rightarrow_B n_2 \).

A node \( n \) is in a bundle \( B = \langle N_B, (\rightarrow_B \cup \nRightarrow_B) \rangle \), written \( n \in B \), if \( n \in N_B \). The \( B \)-height of a strand \( S \) is the largest \( i \) such that \( \langle s, i \rangle \in B \). If \( S \) is a set of edges, i.e. \( S \subset \rightarrow \cup \nRightarrow \), then \( \lessdot_S \) is the transitive closure of \( S \), and \( \lessdot_S \) is the reflexive, transitive closure of \( S \).

**Proposition 3** If \( B \) is a bundle, \( \lessdot_B \) is a partial order. Every non-empty subset of the nodes in \( B \) has \( \lessdot_B \)-minimal members.

**Definition 8.** A penetrator trace is one of the following:
- \( M_t: (+t) \text{ where } t \in \text{text} \)
- \( K_K: (+K) \)
- \( C_{g,h}: (-g, -h, +g \cdot h) \)
- \( S_{g,h}: (-g^{-1} h, +g, +h) \)
- \( E_{h,K}: (-K, -h, +\{h\}_K) \)
- \( D_{h,K}: (-K^{-1}, -\{h\}_K, +h) \).

We write safe for safe keys, i.e. keys that the penetrator can never learn or use [12]. Since long term shared keys and private asymmetric keys are never transmitted in reasonable protocols, these keys are safe unless compromised before execution of the protocol. Session keys are safe if transmitted only protected by keys \( K \) with \( K^{-1} \in \text{safe} \).

When \( S \) is a set of terms, \( t_0 \) occurs only within \( S \) in \( t \) if, regarding \( t \) as an abstract syntax tree, every branch from the root to an occurrence of \( t_0 \) traverses some occurrence of a \( t_1 \in S \) before reaching \( t_0 \). It occurs outside \( S \) in \( t \) if \( t_0 \subset t \) but \( t_0 \) does not occur only within \( S \) in \( t \). A term \( t_0 \) occurs safely in \( t \) if it occurs only within \( S = \{\{h\}_K: K^{-1} \in \text{safe}\} \) in \( t \).

**Proposition 4 (Outgoing Authentication Test)** Suppose \( B \) is a bundle in which a originates uniquely at \( n_0 \); a occurs only within \( S \) in \( \text{term}(n_0) \) and a occurs safely in \( S \); and \( n_1 \in B \) is negative and a occurs outside \( S \) in \( \text{term}(n_1) \).

There are regular \( m_0, m_1 \in B \) such that \( m_0 \nRightarrow m_1 \), where \( m_1 \) is positive, a occurs only within \( S \) in \( \text{term}(m_0) \), and a occurs outside \( S \) in \( \text{term}(m_1) \). Moreover, \( n_0 \preceq m_0 < m_1 < n_1 \).

**Proposition 5 (Unsolicited, Incoming Test Principles)** Suppose \( n_1 \in B \) is negative, \( \{h\}_K \sqsubset \text{term}(n_1) \), and \( K \in \text{safe} \). (Unsolicited test:) There exists a regular \( m_1 < n_1 \) such that \( \{h\}_K \) originates at \( m_1 \). (Incoming test:) If in addition a \( \sqsubset h \) originates uniquely on \( n_0 \neq m_1 \), then \( n_0 < m_0 \nRightarrow m_1 < n_1 \).
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Abstract. JFK is a recent, attractive protocol for fast key establishment as part of securing IP communication. In this paper, we analyze it formally in the applied pi calculus (partly in terms of observational equivalences, partly with the assistance of an automatic protocol verifier). We treat JFK’s core security properties, and also other properties that are rarely articulated and studied rigorously, such as resistance to denial-of-service attacks. In the course of this analysis we found some ambiguities and minor problems, but we mostly obtain positive results about JFK. For this purpose, we develop ideas and techniques that should be useful more generally in the specification and verification of security protocols.

1 Introduction

The design of security mechanisms for the Internet has been the focus of much activity. In particular, IP security has received much attention; in this area, we have seen some progress but also some disappointment and some controversy. The Internet Key Exchange (IKE) protocol \[12\], an important method for establishing cryptographic keys for secure IP communication, has been the subject of considerable and reasonable criticisms. Those criticisms tend to concern not the core authenticity and secrecy properties that IKE offers but rather the complexity of IKE, some of its inefficiencies, and its poor resistance against denial-of-service (DOS) attacks. Several recent protocols aim to address IKE’s shortcomings. These include the JFK protocol \[5,6\] (for “just fast keying”) and the IKEv2 protocol \[13\], currently under development.

In some respects, IKE and its successors are fairly classical security protocols. They all employ common pieces in the standard arsenal of modern cryptography, and aim to guarantee the integrity and secrecy of IP communication. They are all subject to common efficiency considerations, which limit the use of expensive cryptographic operations and the number and size of messages. Beyond such basic aspects, however, these protocols—and JFK in particular—exhibit a number of interesting features because they address other security objectives. These other objectives are sometimes subtle; they are seldom articulated precisely. Moreover, they give rise to new tensions and delicate compromises. For instance, in the name of privacy, a protocol may attempt to hide the identities of the participants (that is, to provide identity protection) and to guarantee the plausible deniability of their actions, and may accordingly avoid or delay the authentication of the
participants. On the other hand, strong, early authentication can simplify DOS resistance. Of course, such tensions are not unique to JFK and its close relatives. Rather, they seem to be increasingly important in the design of modern security protocols. JFK exemplifies them well and resolves them nicely.

In this paper we analyze JFK, relying on the applied pi calculus, an extension of the standard pi calculus with functions. Specifically, we present a formalization of one of the two variants of JFK known as JFKr (the one closer to IKEv2). While fairly short and abstract, our formalization gives a fine level of detail in the modelling of contexts and parallel sessions. It also covers aspects of the protocol beyond the “messages on the wire”, such as protocol interfaces, the checks performed by the participants, and other delicate features such as the treatment of duplicate requests.

We treat several properties of the protocol, such as plausible deniability and DOS resistance. (We consider all the properties with a single model of the protocol: we do not need to define special, partial models for particular properties.) We also provide proofs for those properties. Some of the proofs were done by hand, while others were done with an automated protocol verifier, ProVerif [7]. In some cases, there are overlaps between the two kinds of proofs; those overlaps provide extra assurance about the correctness of the formalization and the proofs. Moreover, while ProVerif can be used for establishing standard security properties such as correspondence assertions, it is still limited when it comes to subtler properties, which we therefore prove partly by hand.

In the course of this analysis, we identified some minor limitations and weaknesses of JFK. In particular, we discovered that JFK does not provide as much identity protection as one might have expected on the basis of informal descriptions of the protocol. However, we did not discover fatal mistakes. That is comforting but not surprising, since the authors of JFK have substantial experience in protocol design and since JFK benefited from careful review and prolonged discussion in the IETF context.

Beyond observations and results on JFK, this study contributes to the specification and verification of security protocols in several ways. Our basic approach and tools come from recent work; it is pleasing to confirm their effectiveness. On the other hand, the approach to formalizing several of the protocol’s less mundane facets is largely new, and should be applicable elsewhere. Similarly, the proofs are non-trivial and motivate some new developments of our techniques. These novelties include a formulation of plausible deniability, a general lemma about state elimination, and extensions in ProVerif. The proofs also provide an opportunity for integrating manual and automatic methods in the applied pi calculus.

**Contents.** The next section is a review and informal discussion of JFK. Section 3 presents a model of JFKr in the applied pi calculus. Section 4 treats DOS resistance. Section 5 concerns core security properties (secrecy and authenticity). It also briefly addresses identity protection. Section 6 mentions some related work and concludes.

Because of space constraints, this version of the paper omits much material that appears in an extended version [3]: a discussion of the ambiguities and minor problems that we found, a description and partial analysis of the protocol variant JFKi, a review of the applied pi calculus, further material on identity protection and on DOS resistance, a study of plausible deniability, details on our use of ProVerif, and proofs.
2 The JFK Protocol

The JFK protocol has been discussed in a series of five Internet Drafts [5], starting in 2001, and it is also described in a conference paper [6]. While our work is based on all those documents, we tend to privilege the contents of the conference paper, since it should have some permanence. We refer to that paper for additional material on the protocol and its motivation. As indicated above, we focus on a variant called JFKr.

JFKr involves two principals that play the roles of an initiator and a responder. As in many other protocols, these two principals wish to open a secure communication channel, and they attempt to accomplish it by establishing a shared secret. This shared secret serves as the basis for computing session keys. The two principals should associate the shared secret with each other, verify each other’s identities, and also agree on various communication parameters (for example, what sort of session keys to employ). Attackers may eavesdrop, delete, and insert messages; they may also attempt to impersonate principals [19]. Therefore, the communications between the initiator and the responder are cryptographically protected. Informally, JFKr consists of the following four messages:

\[
\begin{align*}
\text{Message 1} & \quad I \rightarrow R : \quad N_I, x_I \\
\text{Message 2} & \quad R \rightarrow I : \quad N_I, N_R, x_R, g_R, t_R \\
\text{Message 3} & \quad I \rightarrow R : \quad N_I, N_R, x_I, x_R, t_R, e_I, h_I \\
\text{Message 4} & \quad R \rightarrow I : \quad e_R, h_R
\end{align*}
\]

where:

\[
\begin{align*}
x_I &= g^{d_I} \\
x_R &= g^{d_R} \\
t_R &= H\{K_R\}(x_R, N_R, N_I, IP_I) \\
k_u &= H\{x_R^{d_I}\}(N_I, N_R, u) \quad \text{for } u = a, e, v \\
e_I &= E\{K_e\}(ID_I, ID'_R, sa_I, s_I) \quad e_R = E\{K_e\}(ID_R, sa_R, s_R) \\
h_I &= H\{K_a\}(i, e_I) \quad h_R = H\{K_a\}(r, e_R) \\
s_I &= S\{K_R^-\}(N_I, N_R, x_I, x_R, g_R) \quad s_R = S\{K_R^-\}(x_R, N_R, x_I, N_I)
\end{align*}
\]

Figure 1 summarizes the notations of this exchange.

The first pair of messages establishes a shared secret via a Diffie-Hellman exchange. Each principal generates and communicates a fresh nonce \(N_z\). Each principal also selects or generates a secret exponent \(d_z\), and communicates the corresponding exponential \(x_z = g^{d_z}\). Relying on the equation \(x_R^{d_I} = x_I^{d_R}\), three independent shared keys are derived from nonces and exponentials: \(K_a\) and \(K_e\) are used in Messages 3 and 4, while \(K_v\) is returned to each principal as the newly-established session secret. The reuse of exponentials is allowed, with a trade-off between forward secrecy and efficiency; in any case, the freshness of nonces suffices to guarantee that the generated shared secrets differ for all sessions.

Message 2 includes an authenticator cookie \(t_R\), keyed with a secret local to the responder, \(K_R\). The responder expects to see this cookie in Message 3, and need not perform any expensive cryptography or allocate resources until such a successful round-trip with the initiator. Furthermore, after receiving Message 3, the responder can remember handling \(t_R\), so as to avoid expense in the event that \(t_R\) is replayed.
The second pair of messages provides authentication. Specifically, Messages 3 and 4 include encrypted signatures of the nonces, exponentials, and other material. The encryptions protect identity information. The signatures can be interpreted as delegations from the principals that control the signature keys (possibly users) to the protocol endpoints that control the exponents. Only transient protocol data is signed—not identities or long-term keys associated with users. In this respect, the protocol is in tune with concerns about plausible deniability that have appeared from time to time in this context.

The protocol specification, although clear, focuses on the messages exchanged in a single successful protocol run. It does not say much on the local processing that the parties perform, on the deployment of the protocol, and other subjects relevant for security. For instance, it does not prescribe how principals should use the protocol (and especially what is the sharing of signing keys and exponentials); how messages should be checked; and how the responder should manage state in order to resist DOS attacks. We have reason to believe that implementations differ in some of these respects, sometimes with unfortunate consequences. The protocol specification does however state several security objectives. We discuss them and study them formally below.

3 A Model of JFK in the Applied Pi Calculus

In this section, we express JFKr in the applied pi calculus. This calculus is an extension of the pi calculus with function symbols, for instance for tupling and for encryption, that can be assumed to satisfy particular equations. (We refer to prior work [4] for its syntax and semantics.) So we first select function symbols and an equational theory for modelling the messages of JFKr, then we discuss our representations for the IP network, attackers, and principals, and assemble processes that represent configurations of principals. We also outline how we program these processes in ProVerif.
An Equational Theory. We use the grammar for terms and the equations of Figure 2. These deal both with cryptographic operations and with auxiliary functions for constructing tags, pairs, formatted messages, and sets. (We have functions for constructing sets, but not a set membership relation; instead, we let \( U \in V \) abbreviate \( V.U = V \).

The equations embody our (fairly standard) hypotheses on the primitives introduced in Section 2. For instance, the keyed hash function \( H(\_)(\_) \) does not appear in any equation, and in particular has no inverse; thus it represents a perfect one-way function. More interestingly, exponentiation \( \_\^{\_} \) has no inverse, but an equation accounts for the commutativity property used for establishing a shared secret. Some of the functions and equations are not needed in the protocol itself, but may (in principle) weaken the protocol for the benefit of an attacker: RecoverKey(\_\_) and RecoverText(\_\_) can be used to extract information from signatures. We could further refine our theory by reflecting known weaknesses of the underlying cryptographic algorithms or their interactions.

Syntax and Informal Semantics for Processes. We recall the main notations for processes in the applied \( \pi \) calculus: \( 0 \) does nothing (and we typically omit it); \( P | Q \) is the parallel composition of \( P \) and \( Q \); \( !P \) behaves as an infinite number of copies of \( P \) running in parallel; \( vn.P \) makes a new name \( n \) then behaves as \( P \); if \( U = V \) then \( P \) else \( Q \) is standard, with \( U = V \) depending on the equational theory. The input process \( c(x).P \) is ready to input a message on channel \( c \), then to run \( P \) with the actual message replaced for the formal parameter \( x \), while the output process \( \sigma(V).P \) is ready to output message \( V \) on channel \( c \), then to run \( P \). The process \( let \{ x_1 = V_1 \} \ldots \{ x_n = V_n \} \ in P \) is \( P \) with local variables \( x_1, \ldots, x_n \) bound to \( V_1, \ldots, V_n \), respectively. The active substitution \( \{ x_1 = V_1 \} \ldots \{ x_n = V_n \} \) similarly defines \( x_1, \ldots, x_n \), but does not restrict their scope; hence, the environment can use \( x_1, \ldots, x_n \) as aliases for \( V_1, \ldots, V_n \) in its
computations. A context $C[\_]$ is a process with a hole, and $C[P]$ is the result of filling $C[\_]$’s hole with $P$; when _ is not under a guard, $C[\_]$ is an evaluation context.

Labelled transitions $P \xrightarrow{a(V)} Q$ and $P \xrightarrow{\nu \pi(V)} Q$ represent interactions with the environment—inputs and outputs, respectively. In both, $a$ is a communication channel and $V$ a message. Transitions $P \rightarrow Q$ represent internal computation steps.

**Syntactic Sugar.** We write $if M then P$ instead of $if M = true then P$. We omit pair constructors and parentheses for nested pairs, writing for instance $H\{K\}(x_R, N_R, N_I)$ for $H\{K\}(\text{cons}(x_R, \text{cons}(N_R, N_I)))$. We use pattern matching on tuples as syntactic sugar for the corresponding selectors, writing for instance $c(1(=N_I, x_I)).P$ instead of $c(z).\{x_I = F_2(z)\}$ in $if z = 1(N_I, x_I) then P$ for some fresh variable $z$; this process receives a message on channel $c$, matches it with $1(N_I, T)$ for some subterm $T$, then runs $P$ with $T$ substituted for $x_I$. We also define syntax for filtering duplicate messages: $!a(X)\backslash V.C[if T fresh then P]$ stands for

$$\nu f.((f(V) | !a(X).C[f(s).((f(s,T) | if T \notin s then P)])$$

where $C[\_]$ is a context, $X$ is a pattern, $f$ is a fresh channel name, and $s$ is a fresh variable. We use the local channel $f$ for maintaining a set $V$ of previous values for the term $T$. The arrival of a message may cause the addition of a particular $T$ (which may depend on variables bound in $X$) to this set, and the execution of $P$.

**The Network and the Attacker.** In our model, all IP messages are transmitted on a free pi calculus communication channel, $c$, which represents a public IP network in which message contents serve for differentiating traffic flows. An arbitrary environment (an arbitrary evaluation context) represents the attacker. This environment can interact with other principals by inputs and outputs on any free channel, including $c$.

As a special case, we sometimes model a weaker, passive attacker that only eavesdrops on messages but does not modify them. An attack step against a process $P$ consists in eavesdropping on a message sent by $P$, and amounts to a message interception (formally, with an output label $\nu \tilde{u}.\pi(V)$) followed by a re-emission of the same message (with an input label $c(V)$). We write $P \xrightarrow{\nu \tilde{u}.c[V]} P'$ as a shorthand for the two transitions $P \xrightarrow{\nu \tilde{u}.\pi(V)} c(V) \rightarrow P'$.

**Configurations of Principals.** Our model allows an arbitrary number of principals. Each principal may run any number of sessions, as initiator and as responder, and may perform other operations after session establishment or even independently of the protocol. Only some of these principals follow the protocol. We are interested in the security properties that hold for them.

For the present purposes, the essence of a principal lies in its ability to produce signatures verifiable with its public key. Accordingly, we refer to each principal by its public key, using variables $\text{ID}_A, \text{ID}_B, \ldots$ for both identities and public keys. We also associate the context $PK^{-A}[\_]$ of Figure 3 with every principal $A$. This context restricts the use of the signing key $K^{-A}_A$ to the process in the context and it exports the corresponding verification key $\text{ID}_A$. Whenever we put a process $R$ in this context, our intent is that $R$ never communicates $K^{-A}_A$ to the environment.
We let $C$ range over sets of compliant principals—that is, principals that entirely delegate the use of their signing keys to JFKr. While some properties will obviously hold only for compliant principals, the initiator and responder code do not assume knowledge of $C$: indeed, compliant and non-compliant principals can attempt to establish sessions.

Our representation of a compliant principal $A$ has two parts: an implementation of JFKr, written $S$, and a “user process”, written $P^A$. The user process defines any additional behavior, such as when protocol runs are initiated and what happens to the shared secret $K_v$ after each session establishment. While we define $S$ below, we treat $P^A$ as an abstract parameter, in the context that encloses $S$, possibly under the control of the attacker. The user process interacts with $S$ through the following control interface:

**As initiator:** $P^A$ sends a message $\overline{\text{init}}^A (\langle \text{id}'_R, \text{sa}_I \rangle)$ to initiate a new session, with responder hint $\text{id}'_R$ and security association $\text{sa}_I$. When the protocol completes successfully, $S$ sends $\overline{\text{connect}}^A (\langle \text{id}_B, \text{id}'_R, \text{sa}_I, \text{sa}_R, K_v \rangle)$ to notify $P^A$ that the session has been accepted, and that $A$ now shares $K_v$ with a principal with identifier $\text{id}_B$.

**As responder:** $S$ sends $\overline{\text{accept}}^A (\langle \text{id}_B, \text{id}'_R, \text{sa}_I, \text{sa}_R, K_v \rangle)$ to notify $P^A$ that it has accepted a session initiated by a principal with identifier $\text{id}_B$, parameters $\text{id}'_R$, $\text{sa}_I$, $\text{sa}_R$ and shared secret $K_v$. To control who can initiate a session with $A$, $S$ is parameterized by a set $S^I_A$ of acceptable initiator identities. (We do not need a set such as $S^I_A$ at the initiator: after completion of the protocol, the initiator's user process can decide what to do with the new session depending on the responder identity in the connect message.) For simplicity, $S^I_A$ and $\text{sa}_R$ are fixed.

Thus, the interface between each principal $A$ and JFKr consists of three communication channels $\text{init}_A$, $\text{accept}_A$, $\text{connect}_A$ plus a set of identities $S^I_A$. These channels can be restricted (with $\nu$) in order to hide the interface from the environment. For instance, a principal $A$ that does not play the role of an initiator can be modelled easily by restricting communication on $\text{init}_A$.

**The Protocol.** Figure 3 shows our implementation of JFKr in the applied pi calculus. It includes definitions of processes for each role: a single process ($I^A_0$) for the initiator, and two processes ($R^A_1, R^A_3$) that do not share session state for the responder. For each principal $A$, these replicated processes detail the tests performed on incoming messages, interleaved with the computations on outgoing messages. The figure also includes the definition of a configuration $S$: an assembly of an arbitrary but fixed set of compliant principals $C$ that potentially share an arbitrary but fixed pool of exponentials $X$.

The design of JFK allows reusing Diffie-Hellman exponents for several sessions, principals, and roles, and does not impose a particular policy for changing them. For each exponent, one can decide when to stop using that exponent in new sessions. For instance, an exponent may expire once the first session established using that exponent terminates, so that discarding session keys prevents their later compromise. In our model, all compliant principals may use any number of shared exponentials, in both roles, for any number of parallel sessions. Results for configurations with less sharing are immediate corollaries of ours.

The context $D_x[\_\_]$ represents a Diffie-Hellman party, $d_x$ the corresponding secret exponent, $x$ the derived exchange value (the exponential), and $g$ the group (the same
\[ I_0^A = !init^A(\text{ID}'_{R}, sa_I). \]
\[ \nu N. \]
\[ \tau(1(N_I, x_I)). \]
\[ c(2=\nu\text{ID}_R, x_R, \text{ID}_R, t_R)). \]
\[ \text{let } \kappa_I \text{ in} \]
\[ \text{let } \{ s_I \} = S(K^-_N) \{ N_I, N_R, x_I, x_R, \text{ID}_R \} \text{ in} \]
\[ \text{let } \{ e_I \} = E(K_c) \{ \text{ID}_A, \text{ID}'_R, sa_I, s_I \} \text{ in} \]
\[ \text{let } \{ h_I = H(K_a) \{ i, e_I \} \} \text{ in} \]
\[ \tau(3(N_I, N_R, x_I, x_R, t_R, e_I, h_I)). \]
\[ c(4(e_R, h_R)). \]
\[ \text{if } H \{ K_a \}(\tau, e_R) = h_R \text{ then} \]
\[ \text{let } \{ \text{ID}_R, sa_R, s_R = D \{ K_c \}(e_R) \} \text{ in} \]
\[ \text{if } \forall \{ \text{ID}_R, s_R \} \{ N_I, N_R, x_I, x_R \} \text{ then} \]
\[ \text{connect}^A \{ \text{ID}_R, \text{ID}'_R, sa_I, sa_R, K_v \}. \]

**Initiator for each message**
- create a fresh nonce
- send Message 1
- wait for Message 2
- compute DH shared keys (see below)
- sign
- encrypt
- compute MAC
- send Message 3
- wait for Message 4
- check MAC
- decrypt
- check signature
- complete keying

**Responder for each Message 1**
- create a fresh nonce
- compute anti-DOS token
- send Message 2

**Responder for each Message 3**
- check anti-DOS token
- accept token only once
- compute DH shared keys (see below)
- check MAC
- decrypt
- authorize
- check signature
- accept the session
- sign
- encrypt
- compute MAC
- send Message 4

**Compliant principal configuration**
- A as initiator
- A as responder

A’s signing and verification keys

DH secret \(d\) and exchange value \(x\)

shared exponentials

key computations for \(I\)

key computations for \(R\)

Fig. 3. JFKr in the applied pi calculus

One for all compliant principals. The set \(X\) contains the exponentials shared by the compliant principals. The context \(D_X[.]\) consists of contexts \(D_x[.]\) for each \(x \in X\). For simplicity, according to the code, compliant principals never disclose exponents.

In contrast with actual implementations of JFK, our model treats abstractly several aspects of the protocol. In particular, it uses an unambiguous format for all messages, thereby assuming, for instance, that the wire format for messages does not leak additional information, and that ill-formed messages are safely ignored. Furthermore, it does not cover IP addressing, routing, and fragmentation concerns, the contents of the security-
association parameters $sa_2$, the handling of $ID'_R$, the potential usage of several groups $g$, aspects of caching, and error messages. We made such simplifications partly by choice, partly by necessity; the resulting model remains quite informative and rich.

*Script for Proof Automation.* We rely at least partially on ProVerif in most proofs. For that purpose, we code JFK configurations ($S$ in Figure 3) in the input syntax of ProVerif (which is an ASCII syntax for the applied pi calculus), specify the properties to prove, and simply run ProVerif. The correctness of these proofs relies on the theory developed in prior work ([7,1] for secrecy, [8] for correspondence assertions, [2] for some extensions). Additional details on ProVerif and our script appear in the full paper [3]. The script differs superficially from $S$ in that it gives an interface to the adversary that enables the creation of compliant principals (and provides their identities and control interfaces) and of shared exponents (and provides their exponentials). These unfoldings are best omitted in the statements of theorems. For a given configuration $S$, one can apply an evaluation context to the process defined in the script so that the resulting process becomes observationally equivalent to $S$ after exporting the exponentials, the principal identities, and the control channels $init^A$, $accept^A$, and $connect^A$.

4 Resistance to Denial-of-Service Attacks

We first consider the security mechanisms at the early stages of the protocol, before mutual authentication. These mechanisms aim at hardening JFK against certain DOS attacks relevant in IP security. Our formal analysis relies on an understanding of the costs incurred at these stages: we characterize the occurrences of operations deemed expensive, without a formal measure of their cost.

In JFK, protocol-based DOS is a concern mostly for the responder. By design, until the computation of $\kappa_R$, the processing of Messages 1 and 3 is fast and involves almost no state. From this point, the protocol performs CPU-intensive operations (including a Diffie-Hellman exponentiation and two public-key operations), and allocates some session state.

Since in general, in any protocol, the processing of a message depends on the contents of previously received messages, each principal may maintain some local state for each session of a protocol. This state can be problematic for servers that are willing to start a session whenever they receive a first message, before adequate authentication. Indeed, an attacker may send (or redirect) first-message traffic to the server, filling its buffers, and eventually causing valid session attempts to be dropped. This concern motivates a common protocol transformation: instead of keeping state for every session in progress, one or both parties MAC (or encrypt) the state, append the result to outgoing messages, and check (or decrypt) the corresponding values in later incoming messages before processing them. Next, we show that this transformation is correct (i.e., preserves equivalence) for a general class of protocols coded as processes.

We relate a sequential implementation of a protocol to a more complex but stateless implementation, using the observational-equivalence relation, $\approx$. This relation is closed by application of evaluation contexts, which can represent active attackers.
Lemma 1. Let $C[\_]$ be a context that binds at most the variables $\bar{x}_2$, let $K$ be a fresh name, let $P = !c(x_3)$, and

\[ R_2^2 = \nu N. \nu t. \pi(M_2). ?c(3(=t, =N, =\bar{x}_2, \bar{x}_3)). R_4 \]
\[ R_2 = \nu N. \text{let } (t = H\{K\}(N, \bar{x}_2)) \text{ in } \pi(M_2) \]
\[ R_3 = !c(3(t, N, \bar{x}_2, \bar{x}_3)) \backslash \emptyset. \text{if } t = H\{K\}(N, \bar{x}_2) \text{ then if } t \text{ fresh then } R_4 \]

We have $C[R_2^2] \mid P \approx \nu K. (C[R_2] \mid R_3) \mid P$.

In $R_2^2$, we rely on syntactic sugar for pattern-matching with a retry until a message that matches the pattern $X$ is received, writing $?c(X).R$ for $\nu l. (\bar{l} \mid !c(X).l().R)$. (In our automated proofs, we need to use an equivalent but more verbose encoding: $\nu l. (!c(X).\bar{l}(\bar{x}) \mid l(\bar{x}).R)$, where $\bar{x}$ collects the variables bound in $X$.)

Informally, $N, \bar{x}_2$ represents the state of the protocol at the end of $R_2$ that is used later in $R_4$, $M_2$ represents a message carrying (at least) $N$ and $t$, and $\bar{x}_3$ represents new data received in Message 3. The presence of the same state $N, \bar{x}_2$ in the message received in $R_3$ is checked using the authenticator $t$. The inclusion of a fresh nonce $N$ guarantees that all generated authenticators are different. (In $R_2^2$, the generation of a fresh $t$ and the matching $=t$ do not serve any functional purpose; they are performed only so that the two implementations of the protocol behave similarly.) The additional process $P$ is necessary to account for the possibility of receiving a message $x_3$ and discarding it after a failed test. The lemma is reminiscent of classical replication laws in process calculi, such as $!\langle Q_2 \mid !Q_3 \rangle \approx !Q_2 \mid !Q_3$, since $R_2^2$ and $R_3$ contain replications and $C[\_]$ typically will.

The next lemma applies this protocol transformation to JFKr. It relates our main model $S$ (see Figure 3), which features a stateless responder till reception of a Message 3 with a valid token, to a simplified, linear model $S^\circ$. The lemma enables us to prove properties of JFKr preserved by $\approx$ (such as trace properties) on $S^\circ$ instead of $S$.

Lemma 2. We have $S^\circ \approx S$, where $S^\circ$ is $S$ after replacing $R_1^A \mid R_3^A$ in each $R^A$ by

\[ R_1^{\circ A} = !c(1(N_I, x_I)), \nu N_R, t_R. \pi(2(N_I, N_R, x_R, g_R, t_R)). \]
\[ ?c(3(=N_I, =N_R, x_I, =x_R, =t_R, e_1, h_1)). \]
\[ \text{let } \kappa_R \text{ in } \ldots \text{ (as in } R_3^A) \]

Our next theorem expresses that the responder commits session-specific resources only once an initiator has established round-trip communication, that is, sent a Message 1, received a Message 2, and returned a Message 3 with matching nonces. This property helps because the responder controls the emission of tokens and can cheaply invalidate old ones by rekeying $K_R$, and because a “blind” attacker (weaker than a typical Needham-Schroeder attacker [19]) may send Messages 1 with fake IP addresses, but then may not be able to eavesdrop on the corresponding Messages 2.

Theorem 1 (Protection from DOS). Let $A \in \mathcal{C}$, and let $S_R$ be $S$ with an additional output $\bar{s}(N_I, N_R)$ before the Diffie-Hellman computation $\kappa_R$ in $R_3^A$. For any trace $S_R \xrightarrow{\nu l} S'$, for each output $\bar{s}(N_I, N_R)$, there are distinct, successive actions $c(1(N_I, \_)), \pi(2(N_I, N_R, \_)), \text{ and } c(3(N_I, N_R, \_))$. 
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Theorem 2 (Secrecy for Complete Sessions). The additional output on § serves as a marker for the start of expensive processing (public-key operations and session-state allocation). The theorem formulates “round-trip authentication” as an injective correspondence between actions. The correspondence depends on the authenticator; we prove it by applying a variant of Lemma 2 to obtain an equivalent, linear protocol, and invoking ProVerif on that protocol. In incorrect interpretations of JFKr, Theorem 1 is false, and many Messages 3 may be processed for the same authenticator [3].

5 Core Security: Secrecy and Authenticity

Next, we consider session-key secrecy and mutual authentication. Let $S$ be a JFKr configuration with compliant principals $C$ sharing exponentials $X$. We study arbitrary runs of the protocol by examining transitions $S \xrightarrow{\eta} S'$, where $\eta$ is an arbitrary sequence of labels. In these labelled transitions, we omit internal steps $\rightarrow$. Informally, $S'$ represents any reachable state of the configuration in the presence of an attacker that controls both the low-level IP network ($c$) and the control interfaces for the principals in $C$.

The following theorem characterizes runs of the protocol that involve two compliant principals, $A$ and $B$, in terms of what can be observed by an eavesdropper. We write $[1,2,3]$ for the eavesdropped communications

\[ \nu N_I, [1(N_I,x_I)] \nu N_R t_R, [2(N_I,N_R,x_R,t_R)] \nu e_I h_I, [3(N_I,N_R,x_I,x_R,t_R,e_I,h_I)] \]

and $[4]$ for $\nu e_R h_R, [4(e_R,h_R)]$. We also write $\varphi_3$ and $\varphi_4$ for the frames that map the variables $N_I, N_R, t_R, e_I, h_I$ and $N_I, N_R, t_R, e_I, h_I, e_R, h_R, K_v$, respectively, to distinct restricted names. (A frame is basically an active substitution with restricted names.) These frames represent the simplified “net effect” of the runs $[1,2,3]$ and $[1,2,3][4]$ (including the passing of $K_v$). Next we examine sessions between compliant principals starting from any reachable state $S'$ of the protocol.

**Theorem 2 (Secrecy for Complete Sessions).** Assume $S \xrightarrow{\eta} S'$. For any principals $A, B \in C$, exponentials $x_I, x_R \in X$, and terms $\text{ID}_R', \text{sa}_A$, there exists $S_3$ such that

\[ S' \xrightarrow{\text{init}^A(\text{ID}_R', \text{sa}_A)} [1,2,3] S_3 \]

and either (i) $\text{ID}_A \in S_I^B$ and

\[ S_3 \xrightarrow{\nu K_v, \text{accept}^B(\text{ID}_A, \text{ID}_R', \text{sa}_A, \text{sa}_R, K_v)} [4] \xrightarrow{\text{connect}^A(\text{ID}_B, \text{ID}_R', \text{sa}_A, \text{sa}_R, K_v)} \approx S' | \varphi_4 \]

or (ii) $\text{ID}_A \not\in S_I^B$ and $S_3 \approx S' | \varphi_3$.

This theorem first expresses the functioning of the protocol, with two normal outcomes depending on $\text{ID}_A \in S_I^B$; the first disjunct is for acceptance, the second for rejection. It also uses observational equivalence to give a simple, abstract characterization of the protocol outcomes: we are (apparently) back to the state of the protocol just before the session began, $S'$, except for $\varphi_3$ and $\varphi_4$ which export variables bound to plain names.
(\nu N.\{x = N\})\), our representation of independent, fresh values in the pi calculus. From the viewpoint of an attacker that can eavesdrop on \(c\) and communicate on control interfaces, the intercepted message fields and the session key appear to be fresh, independent names, rather than computed values. In particular, the attacker can learn \(K_v\) only through the control interfaces, and \(e_I\) and \(e_R\) leak nothing about their encrypted contents. Furthermore, the equivalences ensure that the session does not depend on (or affect) any other session in \(S'\). Although the statement of the theorem deals only with a (temporarily) passive attacker, its combination with Theorem 4 (below) does cover all cases of complete sessions.

We also have complementary authentication properties, expressed as correspondence properties on control actions (that is, messages on the control interfaces), with an active attacker.

**Theorem 3 (Authenticity for Control Actions).** Assume \(S \xrightarrow{\eta} S'\). The actions in \(\eta\) have the following properties:

1. For each \(\text{accept}^B(\text{ID}_A, \text{ID}_R', \text{sa}_I, \text{sa}_R, K_v)\) we have \(\text{ID}_A \in S_B^\eta\) and, if \(A \in C\), there is a distinct \(\text{init}^A(\text{ID}_R', \text{sa}_I)\).
2. For each \(\text{connect}^A(\text{ID}_B, \text{ID}_R', \text{sa}_I, \text{sa}_R, K_v)\) there is a distinct \(\text{init}^A(\text{ID}_R', \text{sa}_I)\) and, if \(B \in C\), there is a distinct \(\text{accept}^B(\text{ID}_A, \text{ID}_R', \text{sa}_I, \text{sa}_R, K_v)\).

The proof of these properties relies on ProVerif. For Property 1, we analyze the linear variant of JFKr, then extend the result to JFKr by Lemma 2; in contrast, the direct automated analysis of JFKr yields only a weaker, non-injective correspondence, because ProVerif does not keep track of the linearity enforced by the authenticator cache. ProVerif also yields proofs of these properties for variants of the protocol—with or without sharing of exponentials, for JFKr and for JFKi.

The next theorem also deals with an active attacker. It says that, whenever a trace includes a control message \(\text{connect}^A(\text{ID}_B, \ldots)\) for some \(A,B \in C\), the trace essentially contains a normal successful run of the protocol with an eavesdropper, as described in Theorem 2. The hypotheses exclude internal communication on \(c\); this assumption means that the attacker sees all messages on \(c\), and is convenient but not essential.

**Theorem 4 (Authenticity for Complete Sessions).** Let \(A,B \in C\) and assume

\[ S \xrightarrow{\eta} \text{connect}^A(\text{ID}_B, \text{ID}_R', \text{sa}_I, \text{sa}_R, K_v) \xrightarrow{\nu K_v.\text{accept}^B(\text{ID}_A, \text{ID}_R', \text{sa}_I, \text{sa}_R, K_v)} S' \]

without internal communication steps on \(c\), and with fresh, distinct exported variables.

1. \(\eta\) contains a series of transitions that match

\[ \text{init}^A(\text{ID}_R', \text{sa}_I) \xrightarrow{[1,2,3]} \nu K_v.\text{accept}^B(\text{ID}_A, \text{ID}_R', \text{sa}_I, \text{sa}_R, K_v) \xrightarrow{[4]} \]

in the same order, except possibly for argument \(x_I\) in the first input on \(c\) and for argument \(t_R\) in the second input and third output on \(c\).

2. Let \(\eta'\) be \(\eta\) after erasure of these transitions. We have \(S \parallel \varphi_4 \xrightarrow{\eta'} \approx S'\).

We use ProVerif to show the first point of this theorem, via Lemma 2.
Theorem 3 is simpler and more abstract than Theorem 4, as it deals with the interface of the protocol, through control actions. Theorem 4 is more complex, as it expresses properties on both control actions and lower-level IP messages exchanged by the protocol. These properties imply that certain protocol inputs match previous protocol outputs, so these inputs are authentic. In general, we would not expect an exact match of all message fields (even if such matches facilitate a formal analysis): some fields are not authenticated. Here, the absence of authentication of $x_I$ in the first message weakens identity protection [3]. The absence of authentication of $t_R$ by the initiator seems harmless, inasmuch as $t_R$ is used only by $R$.

**Perfect Forward Secrecy.** As a corollary of Theorems 4 and 2, the session key $K_v$, exported in the control actions, is equivalent to a variable bound to a fresh, independent name, since $\varphi_A$ contains $\nu N.\{K_v = N\}$. Hence, up to observational equivalence, $K_v$ is syntactically independent from $S$ and the values intercepted by the attacker. As previously discussed [4], this provides a characterization of perfect forward secrecy for the session key. We obtain this property even with our liberal reuse of exponentials. We also derive a more specific (but still comforting) property that $K_v$ is distinct from any key established in another session of the protocol.

Independently, ProVerif also shows that the key $K_v$ exchanged between two compliant principals remains secret—that is, here, the adversary cannot compute it—even if we give the long-term secret keys $K_A$ of all principals to the attacker after the end of the protocol run. (Similarly, ProVerif presupposes, then verifies, that the environment never obtains signing keys $K_A$ for $A \in C$ or Diffie-Hellman secrets $d_x$ for $x \in X$.)

**Identity Protection.** We can rely on observational equivalence also for identity protection. The intercepted variables defined by $\varphi_3$ and $\varphi_4$ are independent from $ID_A$, $ID_R$, and $ID_B$; this property is a strong privacy guarantee for sessions between compliant principals. Further guarantees can be obtained with particular hypotheses (see [11]). For instance, if all identities in $S_I^B$ are of the form $ID_A$ for some $A \in C$ (that is, $B$ does not accept sessions with the attacker) and there is no input on $init^B$ (that is, $B$ is only a responder) then, using Theorems 4 and 2, we easily check that the identity $ID_E$ occurs only in outputs on $connect_A$ and otherwise cannot be observed by an active attacker. We can prove additional identity-protection properties, in some cases with ProVerif; on the other hand, we have also found some limitations in identity protection [3].

6 Conclusion

Despite a substantial body of work on the formal analysis of security protocols, and despite much interest in IKE and related protocols, it seems that neither IKE nor its successors has been the subject of an exhaustive analysis until now. The paper that presents JFK argues informally about some of its core properties, and calls for a formal analysis. Recent work by Datta et al. explores how the STS protocol, two JFK variants, and the core of IKE can be derived by successive refinements [9,10]. In particular, it isolates the usage of authenticators and discusses the properties of JFKr (without however precise claims or proofs). Further afield, the literature contains partial but useful
machine-assisted verifications of IKE and Skeme (a protocol that influenced IKE) [17, 7,8], and a framework for the study of DOS [18]. More broadly, the literature contains several formal techniques for protocol analysis and many examples (e.g., [14,16,20,21, 15]). While a number of those techniques could potentially yield at least partial results on JFK, we believe that the use of the applied pi calculus is particularly appropriate. It permits a rich formalization of the protocol, with a reasonable effort; the formulation of some of its properties via process equivalences and others in terms of behaviors; and proofs (sometimes automatic ones) that rely on language-based methods.

We regard the present analysis of JFK as an important case study that goes beyond what we have previously attempted, first because JFK is an attractive and intricate “state-of-the-art” protocol of possible practical impact (through its influence on IKEv2 and other protocols), because JFK tightly packages many ideas that appear elsewhere in the field, and also because our analysis explores properties that are central to JFK but that are not often, if ever, explained rigorously. Furthermore, as noted in the introduction, this case study contributes to the development of ideas and results for the specification and verification of security protocols that should be useful beyond the analysis of JFK.

An obvious next problem is the analysis of IKEv2. We have not undertaken it (instead or in addition to the analysis of JFK) because IKEv2 is relatively recent and, at the time of this writing, it continues to evolve, with influence from JFK and other sources. At present, JFK and its specification seem inherently more self-contained and interesting than IKEv2. On the other hand, there seems to be substantial awareness of the benefits of formal analysis in and around the IETF, so one may look forward to rigorous studies of IKEv2 and other significant protocols.
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Abstract. We demonstrate that the symbolic trace reachability problem for cryptographic protocols is decidable in the presence of an Abelian group operator and modular exponentiation from arbitrary bases. We represent the problem as a sequence of symbolic inference constraints and reduce it to a system of linear Diophantine equations. For a finite number of protocol sessions, this result enables fully automated, sound and complete analysis of protocols that employ primitives such as Diffie-Hellman exponentiation and modular multiplication without imposing any bounds on the size of terms created by the attacker, but taking into account the relevant algebraic properties.

1 Introduction

Symbolic constraint solving for cryptographic protocols is a subject of very active research in the protocol analysis community [1,9,17,3,13,6,14,5]. While the analysis problem is undecidable in its most general form [8], it has been proved NP-complete [17] for a finite number of protocol sessions even without a priori bounds on the size of terms that may be created by the attacker. Therefore, symbolic constraint solving provides a fully automated technique for discovering attacks on trace-based security properties such as secrecy and authentication.

Attacker’s capabilities are represented by a set of inference rules modeling how the attacker can learn new terms from the terms he already knows. Since protocol messages may include variables (representing data fields whose values are not known to the honest recipient in advance), an attack is modeled as a symbolic protocol trace or skeleton (e.g., an interleaving of several protocol sessions, at the end of which the attacker learns the secret). The goal of symbolic constraint solving is to determine whether there exists a consistent instantiation of all variables such that every message sent by the attacker is derivable, using the chosen inference rules, from the set of terms available to him.

Initial research on symbolic protocol analysis [1,17,3,13] followed the so-called Dolev-Yao model in assuming that the attacker does not have access to the algebraic properties of the underlying cryptographic primitives. This assumption fails for primitives such as \texttt{xor} (exclusive or) and modular exponentiation, which are widely used in protocol constructions. The attacker may exploit associativity,

* Partially supported by ONR Grants N00014-01-1-0837 and N00014-03-1-0961.
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commutativity, and cancellation of inverses. Bull’s recursive authentication protocol [15,18] and group Diffie-Hellman protocol [19,16] had been proved correct in the free algebra model, but then attacks were discovered once algebraic properties of, respectively, XOR and modular exponentiation were taken into account. In this paper, we demonstrate that the symbolic analysis problem is decidable even if the attacker term algebra is extended with an Abelian group operator and modular exponentiation from an arbitrary base. In particular, this result enables fully automated analysis of Diffie-Hellman-based protocols.

**Overview.** Section 2 introduces the term algebra that we use to model the attacker’s capabilities, and the equational theory modeling algebraic properties of the relevant cryptographic primitives. In Section 3, we briefly describe how the protocol analysis problem is reduced to a sequence of symbolic inference constraints. In Section 4, we extend previous results on ground derivability [6] to modular exponentiation, and, following [14], demonstrate the existence of conservative solutions. Section 5 contains the main technical result: symbolic constraint solving problem in the presence of an Abelian group operator and modular exponentiation is reduced to the solvability in integers of a special decidable system of quadratic equations. Conclusions follow in Section 6.

**Related work.** The techniques of this paper follow closely those of [6,14]. In [6], the problem was only considered in the ground (as opposed to symbolic) case, and the term algebra did not include exponential terms. The reduction to a quadratic Diophantine system was first developed in [14], but only exponentiation from a constant base was supported and, most importantly, decidability remained an open question. Proving decidability is the main contribution of this paper.

Partial results for protocol analysis in the presence of Diffie-Hellman exponentiation were recently obtained by Boreale and Buscemi [4], and Chevalier et al. [5]. Neither addresses decidability for an Abelian group operator outside exponents. The decision procedure of [4] requires an a priori upper bound on the number of factors in each product. In general, computing upper bounds on the size of variable instantiations needed for a feasible attack is the most challenging task in establishing decidability. Therefore, [4] does not fully solve the problem.

Chevalier et al. [5] prove that the protocol analysis problem is NP-complete in the presence of Diffie-Hellman exponentiation, but only for a restricted class of protocols. No more than one new variable may be introduced in each protocol message, and the attacker is not permitted to instantiate variables with products. These restrictions rule out not only non-deterministic protocols, but also some well-defined, deterministic protocols.

Narendran et al. investigated decidability of unification modulo the equational theory of multiplication and exponentiation [11,10]. While equational unification is an important subproblem in symbolic protocol analysis, unification alone is insufficient to decide whether a particular symbolic term is derivable given a set of attacker’s inference rules.

Pereira and Quisquater [16] analyzed the group Diffie-Hellman protocol [19] taking into account algebraic properties of Diffie-Hellman exponents. They did not attempt to address the general problem of deciding whether a particular symbolic attack trace has a feasible instantiation.
\( \langle t_1, t_2 \rangle \) \hspace{1em} Pairing of terms \( t_1 \) and \( t_2 \)

\( \{ t_1 \}_{t_2} \) \hspace{1em} Term \( t_1 \) encrypted with term \( t_2 \) using a symmetric algorithm

\( t_1 \cdot \ldots \cdot t_n \) \hspace{1em} Product of terms where \( \forall i \ t_i \neq \exp(u,v) \)

\( t^{-1} \) \hspace{1em} Multiplicative inverse of term \( t \) where \( t \neq \exp(u,v) \)

\( \exp(t_1, t_2) \) \hspace{1em} \( t_1^2 \) where \( t_1 \) is not headed with \( \cdot \), \( t_2 \neq \exp(u,v) \)

**Fig. 1.** Message term constructors

## 2 Model

A protocol specification is a set of roles. Each role is a sequence of sent and received messages. Messages received by the role may contain variables, representing data fields whose value is unknown to the recipient (e.g., the counterparty’s nonce). Since the source of the received messages cannot be established on an insecure network, we assume that the attacker receives all messages sent by the honest roles, and sends all messages received by the honest roles.

An attack on any trace-based property of cryptographic protocols can be represented as a *symbolic attack trace* (see [13,3,9] for details). A symbolic trace is a particular interleaving of a finite number of protocol roles. For example, an attack on secrecy is modeled by an interleaving at the end of which the attacker outputs the value that was supposed to remain secret. An attack on authentication is modeled by an interleaving at the end of which the attacker has successfully authenticated himself to an honest party.

A trace is *feasible* if every message received by the honest roles can be derived by the attacker from his initial knowledge and intercepted messages. Therefore, for each message sent by the attacker, a symbolic inference problem must be decided: is there an instantiation of variables such that the sent term is derivable in the attacker’s term algebra? To stage the attack, the attacker may need to send several messages in a particular order. Deciding whether the attack is feasible thus requires solving several symbolic inference problems simultaneously.

*Term algebra.* The attacker’s capabilities are modeled by a term algebra with pairing, symmetric encryption, multiplication, and exponentiation. The notation is shown in fig. 1. For multiplication, there is a unit \( 1 \) and a multiplicative inverse. Like [5], do not allow products in the base of exponentials, nor permit exponential terms to be multiplied with other terms. This restriction is necessary, because introducing distributive laws for exponentials results in an undecidable equational unification problem [10]. In contrast to [5], we impose no restrictions on multiplication of terms other than exponentials, permit variables to be instantiated to products, and allow more than one new variable per message.

Our algebra is untyped, e.g., we do not distinguish between keys and other messages. This enables us to discover a wider class of attacks than strongly typed techniques. Extensions of the algebra with primitives for public-key encryption, digital signatures, and one-way functions do not present any conceptual problems as far as decidability is concerned (e.g., see [17,14]) and are left out for brevity.

Since our primary motivation is analysis of protocols based on Diffie-Hellman, we use the relations of fig. 2 to model the corresponding algebraic structure (see,
Rules for products: Associative, commutative, and
\[ t \cdot 1 \rightarrow t \]
\[ t \cdot t^{-1} \rightarrow 1 \]

Rules for inverses:
\[ (t^{-1})^{-1} \rightarrow t \]
\[ (t_1 \cdot t_2)^{-1} \rightarrow t_2^{-1} \cdot t_1^{-1} \]

Rules for exponentials:
\[ \exp(t, 1) \rightarrow t \]
\[ \exp(\exp(t_1, t_2), t_3) \rightarrow \exp(t_1, t_2 \cdot t_3) \]

**Fig. 2.** Normalization rules for products, inverses, and exponentials

<table>
<thead>
<tr>
<th>Unpairing (UL, UR)</th>
<th>Decryption (D)</th>
<th>Pairing (P)</th>
<th>Encryption (E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T \vdash \langle u, v \rangle )</td>
<td>( T \vdash \langle u, v \rangle )</td>
<td>( T \vdash u )</td>
<td>( T \vdash u )</td>
</tr>
<tr>
<td>( T \vdash u )</td>
<td>( T \vdash v )</td>
<td>( T \vdash u )</td>
<td>( T \vdash u )</td>
</tr>
<tr>
<td>( T \vdash {u}_v )</td>
<td>( T \vdash {u}_v )</td>
<td>( T \vdash u )</td>
<td>( T \vdash {u}_v )</td>
</tr>
<tr>
<td>Multiplication (M)</td>
<td>Inversion (I)</td>
<td>Exponentiation (X)</td>
<td></td>
</tr>
<tr>
<td>( T \vdash u_1 \ldots u_n )</td>
<td>( T \vdash u )</td>
<td>( T \vdash u )</td>
<td></td>
</tr>
<tr>
<td>( T \vdash u_1 \ldots u_n )</td>
<td>( T \vdash u^{-1} )</td>
<td>( T \vdash \exp(u, v) )</td>
<td></td>
</tr>
<tr>
<td>( \forall i ; u_i \neq \exp(u', v') )</td>
<td>( u \neq \exp(u', v') )</td>
<td>( u ) is not headed with ( \cdot, v \neq \exp(u', v') )</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 3.** Attacker’s capabilities

e.g., [12]). In Diffie-Hellman, exponentiation is \[ \text{mod} \] prime \( p \), and the base \( \alpha \) is chosen so as to generate a cyclic subgroup \( \alpha, \alpha^2, \ldots, \alpha^q \equiv 1 \mod p \) of some prime order \( q \) that divides \( p - 1 \). We implicitly assume that exponential terms are \[ \text{mod} \] \( p \), and that multiplication is \[ \text{mod} \] \( q \) (recall that exponential terms may not be multiplied in our term algebra). Because \( \cdot \) forms a cyclic Abelian group, every member has a multiplicative inverse.

The rules of fig. 2 are convergent modulo associativity and commutativity of \( \cdot \), thus every term \( t \) has a unique normal form \( t \downarrow \) up to associativity and commutativity. We assume that terms are kept in normal form.

**Attacker model.** The attacker’s ability to derive terms is characterized as a term set closure under the inference rules of fig. 3. These rules reflect common cryptographic assumptions about the difficulty of some number-theoretic problems. For example, the attacker cannot compute \( v \) when given \( \exp(u, v) \) (the discrete logarithm problem). Given \( \exp(u, v) \) and \( \exp(u, v') \), there is no rule that enables the attacker to compute \( \exp(u, v \cdot v') \) (the computational Diffie-Hellman problem).
3 Symbolic Inference Constraints

Any symbolic trace can be converted into an ordered sequence of symbolic inference constraints. Suppose \( u_i \) is the message received by some honest role, and let \( T_i \) be the set of all messages sent by the honest roles (and thus learned by the attacker) prior to sending \( u_i \). The constraint sequence is simply \( C = \{ u_i : T_i \} \).

Each constraint \( u_i : T_i \) can be interpreted as “at step \( i \), the attacker knows messages in \( T_i \) and must generate message \( u_i \).” We will refer to \( u_i \) as the target term of the constraint. Both \( u_i \) and messages in \( T_i \) may contain variables. We assume that \( T_1 \) contains terms that are initially known to the attacker, such as 1 and constants specific to the protocol. Observe that constraint sequences are monotonic: if \( j < i \), then \( T_j \subseteq T_i \). Also, since variables represent terms unknown to the recipient, every variable must occur for the first time in some target term \( u_i \) (this property is sometimes referred to as origination).

A ground substitution \( \sigma \) is a solution of \( u : T \) (written \( \sigma \models u : T \)) if \( T \sigma \models u \sigma \) is derivable using the inference rules of fig. 3. Given a constraint sequence \( C = \{ u_1 : T_1, \ldots, u_n : T_n \} \), \( \sigma \) is a solution of the constraint sequence (\( \sigma \models C \)) if \( \forall i \ T_i \sigma \models u_i \sigma \) is derivable using the rules of fig. 3.

If \( T \) is a finite set of terms, let \( St(T) \) be the set of subterms defined in the standard way. Let \( St(C) = \bigcup_{i,j} St(T_i \cup u_i) \), and define \( S(C) = St(C) \setminus \text{Var}(C) \) to be the set of all non-variable subterms of \( C \). Let \( S^p(C) \) be the closure of this set under \( \cdot \), inverse, and exponentiation, defined inductively: (i) if \( t \in S(C) \), then \( t \in S^p(C) \), (ii) if \( t_1,t_2 \in S^p(C) \) and \( t_1 \neq \exp(u,v) \), then \( t_1 \cdot t_2, t_1^{-1}, t_2^{-1} \in S^p(C) \), (iii) if \( t_1,t_2 \in S^p(C) \) and \( t_1 \) is not headed with \( \cdot \) and \( t_2 \neq \exp(u,v) \), then \( \exp(t_1,t_2) \in S^p(C) \).

Running example. We will use the following symbolic trace as an (artificial) running example to illustrate our constraint solving procedure. An event \( A \to t \) models honest role \( A \) sending message \( t \), \( B \leftarrow t' \) models \( B \) receiving \( t' \), etc.

\[
\begin{align*}
1. & \quad A \to a \cdot b \\
2. & \quad B \leftarrow a \cdot X \cdot Y \\
3. & \quad A \to \{a\}_b \\
4. & \quad B \leftarrow \{Y\}_b \\
5. & \quad B \to \langle b \cdot X, \exp(c,a) \rangle \\
6. & \quad A \leftarrow \exp(c,a^7)
\end{align*}
\]

The goal of symbolic protocol analysis is to determine whether there exists an instantiation of variables \( X \) and \( Y \) such that every term sent by the attacker and received by an honest participant (i.e., every term \( t \) appearing as \( P \leftarrow t \)) is derivable using the rules of fig. 3. This is equivalent to deciding whether the following constraint sequence has a solution:

\[
\begin{align*}
\{a\}_b : a \cdot b, \{a\}_b ; & \quad \exp(c,a^7) : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c,a) \rangle \\
a \cdot X \cdot Y : a \cdot b ; & \quad \{Y\}_b : a \cdot b, \{a\}_b ;
\end{align*}
\]

4 Normal Proofs and Conservative Solutions

We extend the results of [6,14] to the term algebra with exponentiation.

Definition 1 (Ground proof). A proof of \( T \vdash u \) is a tree labeled with sequents \( T \vdash v \) and such that \( (a) \) every leaf is labeled with \( T \vdash v \) such that \( v \in T \); \( (b) \)
every node has \( n \) parents \( s_1, \ldots, s_n \) such that
\[
T \vdash v
\]
is an instance of one of the inference rules of fig. 3; (c) the root is labeled with \( T \vdash u \).

**Definition 2 (Normal ground proof).** A proof \( P \) of \( T \vdash u \) is normal if either \( u \in \text{St}(T) \) and every node is labeled \( T \vdash v \) with \( v \in \text{St}(T) \), or \( P = C[P_1, \ldots, P_n] \) where every proof \( P_i \) is a normal proof of some \( T \vdash v_i \) with \( v_i \in \text{St}(T) \) and context \( C \) is built using the inference rules \( (P),(E),(X),(M),(I) \) only.

**Lemma 1 (Existence of normal ground proof).** If there is a ground proof

\[
T \vdash u
\]

then there is a normal ground proof of \( T \vdash u \).

**Proposition 1.** If there is a ground proof of \( T \vdash u \) that uses only rules \( (M), (I), \) and \( (X) \), then there exists a proof of \( T \vdash u \) of the form

\[
\begin{array}{ccc}
T & \vdash & u
\end{array}
\]

where

\[
u_1 \in T, \text{ and either } u_2 \in T, \text{ or the proof of } T \vdash u_2 \text{ uses rules } (M) \text{ and } (I) \text{ only.}
\]

If the constraint sequence \( C \) is solvable, then it has a conservative solution [14], in which every variable is instantiated to a product of subterms (and their inverses) that are already present in the original sequence, or to an exponential with a subterm as the base and a product of subterms as the exponent.

**Definition 3 (Conservative substitution).** Substitution \( \sigma \) is conservative if \( \forall x \in \text{Var}(C) \quad \text{St}(x\sigma) \subseteq S^\mu(C)\sigma \).

**Theorem 1 (Existence of conservative solution).** If there exists a solution \( \sigma \models C \), then there exists a conservative solution \( \sigma^* \models C \).

**Lemma 2 (Existence of conservative proof).** If \( \sigma \models C \) is conservative, then \( \forall u : T \in C \) there exists a proof of \( T\sigma \vdash u \sigma \) such that for every node labeled \( T\sigma \vdash v \), either \( v \in \text{St}(C)\sigma \), or node \( T\sigma \vdash v \) is obtained by an \( (M) \), \( (I) \), or \( (X) \) inference rule and is only used as a premise of an \( (M) \), \( (I) \), or \( (X) \) rule.

5 Decision Procedure for Symbolic Inference Constraints

For any constraint sequence \( C \), we define a nondeterministic finite reduction \( \sim \). For each step \( \sim_i \), we show that there are finitely many \( C_i \) such that \( C_{i-1} \sim_i C_i \), and that \( C_{i-1} \) has a solution if and only if some \( C_i \) has a solution. The final sequence has a solution if and only if a special system of quadratic Diophantine equations has a solution. Quadratic Diophantine equations are undecidable in general, but the system obtained in our case is solvable if and only if a particular linear subsystem is solvable. Since linear Diophantine equations are decidable, this establishes decidability of the symbolic protocol analysis problem.

Following Theorem 1, we will be interested only in conservative solutions. The reduction proceeds as follows (steps 1-3 are essentially the same as in [14]):
5.1 Determine Subterm Equalities

Suppose C has some solution σ. In the first reduction step \( \sim_1 \), we guess the equivalence relation on \( \text{St}(C) \) induced by \( \sigma \), i.e., \( \forall s_i, s_j \in \text{St}(C) \), we guess whether \( s_i \sigma = s_j \sigma \) or not. Since \( \text{St}(C) \) is finite, there are finitely many equivalence relations to consider. Each relation represents a set of unification problems in an Abelian group, which are decidable [2]. There are finitely many most general unifiers consistent with any given equivalence relation. We nondeterministically guess the right unifier \( \theta \) (in practice, \( \theta \) would have to be found by exhaustive enumeration), and let \( C_1 = C\theta \).

**Lemma 3.** \( \exists \sigma \vdash C \) if and only if \( \exists \sigma \vdash C_1 \) for some \( C_1 \) such that \( C \sim_1 C_1 \).

**Proposition 2.** \( \forall s, s' \in \text{St}(C_1) \) if \( s \neq s' \), then \( s\sigma \neq s'\sigma \).

**Running example.** In our running example (Section 3), we guess that the only subterm equality is \( \{Y\}_b = \{a\}_b \), giving us the unifier \( [Y \rightarrow a] \) and this \( C_1 \):

\[
\{a\}_b : a \cdot b, \{a\}_b ; \quad \exp(c, a^7) : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c, a) \rangle
\]

5.2 Determine Order of Subterm Derivation

Following [14], the second reduction step \( \sim_2 \) guesses which subterms of \( C_1\sigma \) are derivable by the attacker using inference rules of fig. 3, and adds each derivable subterm \( s \) to every constraint \( u_i : T_i \) such that \( s \) is derivable from \( T_i\sigma \).

1. Guess \( S_l = \{ s \in \text{St}(C_1) \mid \exists u_i : T_i \in C_1 \text{ s.t. there exists a proof of } T_i\sigma \vdash s\sigma \} \).
2. \( \forall s \in S_l \) guess \( j_s \) s.t. there exists a proof of \( T_{j_s}\sigma \vdash s\sigma \), but not of \( T_{j_s-1}\sigma \vdash s\sigma \).
3. Guess linear ordering \( \prec \) on \( S_l \) such that
   - If \( s \prec s' \), then the normal proof of \( T\sigma \vdash s\sigma \) does not contain any node labeled with \( T\sigma \vdash s'\sigma \).
   - If \( j_s < j_{s'} \), then \( s \prec s' \).
Such an ordering always exists [14] and represents the order in which subterms of \( C_1 \) are derived.
4. Arrange \( s_1, \ldots, s_k \in S_l \) according to the ordering \( \prec \), and insert each \( s \) in the constraint sequence immediately before the \( u_{j_s} : T_{j_s} \) constraint. Let \( C_2 \) be the resulting constraint sequence.

**Lemma 4.** \( \exists \sigma \vdash C \) if and only if \( \exists \sigma \vdash C_2 \) for some \( C_2 \) such that \( C \sim_2 C_2 \).
5.3 Eliminate All Inferences Other than (M), (I), and (X)

Lemma 5. Consider any $u : T \in C_2$ and the last inference of the proof of $T \sigma \vdash u \sigma$.
- If $u \sigma \in T \sigma$, then $u \in T$.
- If $u \sigma$ is obtained by (UL), then $\langle u, t' \rangle \in T$ for some term $t'$.
- If $u \sigma$ is obtained by (UR), then $\langle t', u \rangle \in T$ for some term $t'$.
- If $u \sigma$ is obtained by (D), then $\{u\}_t \in T$ for some term $t'$.
- If $u \sigma$ is obtained by (P), then $u = \langle u_1, u_2 \rangle$ and $u_{1,2} \in T$ for some terms $u_{1,2}$.
- If $u \sigma$ is obtained by (E), then $u = \{u_1\}_t$ and $u_{1,2} \in T$ for some terms $u_{1,2}$.

Lemma 5 implies that all constraints where derivation involves at least one instance of any rule other than (M), (I), or (X) can be discovered by syntactic inspection [14]. Let $\sim \_3$ consist in eliminating all such constraints, and let $C_3$ be the resulting constraint sequence.

Proposition 3. $\forall u : T \in C_3$, proof of $T \sigma \vdash u \sigma$ uses only inference rules (M), (I), and (X).

Lemma 6. $\exists \sigma \models C$ if and only if $\exists \sigma \models C_3$ for some $C_3$ such that $C \sim C_3$.

Running example. In our example, we guess the first and fifth constraints were obtained by application of rules (M), (I) and (X) only. We eliminate the middle three constraints, obtaining the following $C_3$:

\[
\begin{align*}
a^2 \cdot X : a \cdot b; & \quad \exp(c, a^7) : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c, a) \rangle, b \cdot X, \exp(c, a)
\end{align*}
\]

5.4 Instantiate Bases of Exponential Terms

For each subterm of $C_3$, $\sim \_4$ guesses whether the solution $\sigma$ instantiates it to an exponential, and, if so, nondeterministically chooses the base of exponentiation. Let $\hat{S} = \{s \in \text{St}(C_3) \mid s \sigma = \exp(b, e)\}$. There are only finitely many subsets of $\text{St}(C_3)$, thus $\hat{S} = \{s_1, \ldots, s_r\}$ can be computed by exhaustive enumeration of all possibilities. By Definition 3 and because products may not appear in the base, $\forall s_i \in \hat{S} b_i \in S(C_3) \sigma$. Since $S(C_3)$ is finite, there are finitely many possible values for $t_{b_i} \in S(C_3)$ such that $t_{b_i} \sigma = b_i$. Let $x_i$ be a fresh variable, and $\theta_i$ the (unique) most general unifier of $s_i$ and $\exp(t_{b_i}, x_i)$. Define $C_4 = C_3 \theta_1 \ldots \theta_r$.

Proposition 4 (Explicit exponentiation bases). If $s \sigma = \exp(b, e)$ for some $s \in \text{St}(C_4)$, then $s = \exp(t_{b}, t_{e})$ s.t. $t_{b} \sigma = b, t_{e} \sigma = e$.

Lemma 7. $\exists \sigma \models C$ if and only if $\exists \sigma \models C_4$ for some $C_4$ such that $C \sim C_4$.

Running example. Since exponentiation bases are already explicit, $C_4 = C_3$. 

Running example. In our running example, we guess that subterms $b \cdot X$ and $\exp(c, a)$ are derivable from $T_3$. Therefore, we obtain the following $C_2$:

\[
\begin{align*}
a^2 \cdot X : a \cdot b; & \quad \{a\}_b : a \cdot b, \{a\}_b; \\
b \cdot X : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c, a) \rangle; & \quad \exp(c, a) : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c, a) \rangle, b \cdot X; \\
\exp(c, a^7) : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c, a) \rangle, b \cdot X, \exp(c, a)
\end{align*}
\]
5.5 Replace Inferences Using (X) with Those Using (M) and (I)

This step is based on the following intuition. Suppose \( u = \exp(b, v_1 \cdot \ldots \cdot v_p) \). Under the Diffie-Hellman assumption, the attacker cannot construct \( \exp(b, x \cdot y) \) from \( \exp(b, x) \) and \( \exp(b, y) \), thus \( u : T \) has a solution if and only if \( T \) contains some term \( t = \exp(b, v'_1 \cdot \ldots \cdot v'_q) \) (if \( q = 0 \), then \( t = b \)), and \( v_1 \cdot \ldots \cdot v_p = v'_1 \cdot \ldots \cdot v'_q \cdot x \) where \( x \) is derivable from \( T \). Informally, \( x \) can be thought of as the “additional” exponent to which \( t \) must be raised in order to obtain \( u \).

Consider all \( u_i : T_i \in \mathbf{C}_4 \) in order, and define \( \sim_{\text{as}} \mathop{=}_{(1)} \sim_{\text{as}} \mathop{=}_{(N)} \sim_{\text{as}} \) where \( N \) is the number of constraints in \( \mathbf{C}_4 \). By Propositions 1 and 3, the proof of \( T_i \sigma \vdash u_i \) is of the form

\[
T_i \sigma \vdash u_i \sigma
\]

where \( u_i \in T_i \sigma \), and either \( u_i \in T_i \sigma \), or the proof of \( T_i \sigma \vdash u_{i2} \sigma \) is built up using rules (M) and (I) only.

If the last inference rule in the above proof is not (X), then the entire proof is built using inference rules (M) and (I) only. We set \( \sim_{(5)} \) to be the identity.

Now suppose the last rule in the proof of \( T_i \sigma \vdash u_i \sigma \) is (X). Then \( u_i = \exp(u_{i1}, u_{i2}) \) for some ground \( b, e \). Since \( u_{i1} \) must have the same base as \( u_i \sigma \), \( u_{i1} = \exp(b, e_1) \) for some ground \( e_1 \). By Proposition 1, \( u_{i1} \in T_i \sigma \).

Now suppose the last rule in the proof of \( T_i \sigma \vdash u_i \sigma \) is (X). Then \( u_i = \exp(b, e) \) for some ground \( b, e \). Since \( u_{i1} \) must have the same base as \( u_i \sigma \), \( u_{i1} = \exp(b, e_1) \) for some ground \( e_1 \). By Proposition 1, \( u_{i1} \in T_i \sigma \).

Since \( \text{St}(\mathbf{C}_4) \subseteq \text{St}(\mathbf{C}_1) \), by Proposition 2 \( \exists t_1 \in T_i \) such that \( t_1 \sigma = u_{i1} \). There are finitely many candidates for \( t_{i1} \), and \( \sim_{(5)} \) chooses one nondeterministically.

By Proposition 4, \( u_i = \exp(t_b, t_e) \), \( t_1 = \exp(t'_{b}, t_{e1}) \) where \( t_b \sigma = t'_{b} \sigma = b \). Therefore, \( t_b = t'_b \). We conclude that (i) \( u_i = \exp(t_b, t_e) \); (ii) \( t_1 = \exp(t_b, t_{e1}) \); (iii) \( t_e \sigma = t_{e1} \sigma \cdot u_{i2} \) (or, equivalently, \( t_{e1} \sigma^{-1} \cdot t_e \sigma = u_{i2} \)); and (iv) proof of \( T_i \sigma \vdash u_{i2} \sigma \) uses inference rules (M) and (I) only.

By Propositions 1 and 3, \( u_i : T_i \) has a solution only if \( x_{i2} : T_i \) has a solution where \( x_{i2} \) is a fresh variable such that \( x_{i2} \sigma = u_{i2} = t_{e1} \sigma^{-1} \cdot t_e \sigma \). Define \( \sim_{(i)} \) to replace \( u_i : T_i \) with \( t_{e1}^{-1} \cdot t_e : T_i \).

**Proposition 5.** \( \forall u : T \in \mathbf{C}_5 \), proof of \( T \sigma \vdash u \sigma \) uses only rules (M) and (I).

**Proposition 6.** \( \forall x \in \text{Var}(\mathbf{C}_5) \) let \( u_k_x : T_{k_x} \in \mathbf{C}_5 \) be the constraint in which \( x \) occurs for the first time. Then \( u_{k_x} = x^{u_x} \cdot \bigwedge_{j \geq 0} u_{k_{x,j}} \) where \( q_x \) is an integer, \( u_{k_{x,j}} \) are not headed with \( \cdot \), and \( x \notin \text{St}(T_{k_x} \cup \{u_{k_{x,j}} \mid j \geq 0\}) \).

**Lemma 8.** \( \exists \sigma \models \mathbf{C} \) if and only if \( \exists \sigma \models \mathbf{C}_5 \) for some \( \mathbf{C}_5 \) such that \( \mathbf{C} \models \mathbf{C}_5 \).

**Definition 4.** Define \( Q_{\max} = \prod_{x \in \text{Var}(\mathbf{C}_4)} q_x \) where \( q_x \) is the power of \( x \) in the constraint in which it occurs for the first time.

**Running example.** Replace \( \exp(c, a^7) \) with \( a^{-1} \cdot a^7 = a^6 \), obtaining this \( \mathbf{C}_5 \):

\[
a^2 \cdot X : a \cdot b ; \quad a^6 : a \cdot b, \{a\}_b, \langle b \cdot X, \exp(c, a) \rangle, b \cdot X, \exp(c, a)
\]
5.6 Substitute Target Terms That Introduce New Variables

The \( \sim_6 \) step takes each target term in which some variable occurs for the first time, and replaces the entire term with a new variable. In the resulting sequence, every variable appears for the first time as the target term of some constraint. For example, if \( x \) occurs for the first time in \( a \cdot x^2 : T_i \), let \( \theta_i = [x \rightarrow \hat{x}^{ \frac{1}{2}} \cdot a^{-\frac{1}{2}}] \) where \( \hat{x} \) is a new variable, and apply \( \theta_i \) to the entire constraint sequence.

Let \( k_x \) be the index of \( u_i : T_i \) in which variable \( x \) first occurs. By Proposition 6, \( u_i = x^{q_x} \cdot \prod_{j \geq 0} u_{ij} \) for some integer \( q_x \).

**Definition 5.** \( \forall u_i : T_i \in C_5 \), define

\[
\theta_i = \begin{cases} 
[x \rightarrow \hat{x}^{ \frac{1}{2}} \cdot \prod u_{ij}^{-\frac{1}{2}}] & \text{if } i = k_x \text{ for some } x; \hat{x} \text{ is a fresh variable} \\
\emptyset & \text{otherwise}
\end{cases}
\]

If more than one variable appears for the first time in \( u_i \), any one of them may be chosen.

Let \( C_6 = C_5 \theta_1 \ldots \theta_{N_5} \) where \( N_5 \) is the number of constraints in \( C_5 \). Although only integer powers appear in \( C_5 \), \( C_6 \) may contain rational powers.

**Proposition 7.** \( \forall \hat{x} \in \text{Var}(C_6) \) \( \hat{x} \) first occurs in \( \hat{x} : T \in C_6 \) where \( \hat{x} \notin \text{St}(T) \).

Informally, term sets \( T_i \) are well-ordered if terms appearing in multiple sets always appear in the same position. Due to monotonicity (Section 3), if \( i < i' \), then \( T_i \subseteq T_{i'} \). Without loss of generality, we can assume that \( C_6 \) is well-ordered.

**Definition 6.** \( C_6 \) is well-ordered if, \( \forall t_{ij} \in T_i \forall t'_{i'j} \in T_{i'} \) \( t_{ij} = t'_{i'j} \).

**Proposition 8.** For any rational \( r \) appearing as a power of some term in \( C_6 \), \( r \cdot Q_{\text{max}} \) is an integer.

**Lemma 9.** \( \exists \sigma \Vdash C \) if and only if \( \exists \sigma \Vdash C_6 \) for some \( C_6 \) such that \( C \sim C_6 \).

**Running example.** In our example, \( \theta_1 = [X \rightarrow \hat{X} \cdot a^{-2}] \), \( \theta_2 = \emptyset \). Therefore, \( C_6 = C_5 \theta_1 \theta_2 \) is:

\[
\hat{X} : a \cdot b; \quad a^6 : a \cdot b, \{a\}_b, \langle b \cdot \hat{X} \cdot a^{-2}, \exp(c, a) \rangle, b \cdot \hat{X} \cdot a^{-2}, \exp(c, a)
\]

5.7 Solve System of Linear Diophantine Equations

We now convert the constraint sequence \( C_6 \) into a system of quadratic Diophantine equations which is solvable if and only if \( \exists \sigma \Vdash C_6 \). We then demonstrate that the quadratic part always has a solution as long as a particular linear subsystem is solvable. Since linear Diophantine equations are decidable [7], this establishes that the symbolic protocol analysis problem is also decidable.

The key to this result is Lemma 10. Intuitively, we prove that, for every constraint \( u : T \in C_6 \), the target term \( u \sigma \) must be equal to some product of integer powers of non-variable terms appearing in set \( T \). We then represent each power as an integer variable, and convert the derivation problem for each constraint into a system of linear Diophantine equations.
Define $\Phi(t)$ to be the set of all top-level factors of $t$. If \( t = t_1^{r_1} \cdot \ldots \cdot t_n^{r_n} \) where none of $t_i$ are headed with $\cdot$, then $\Phi(t) = \{ t_1^{r_1}, \ldots, t_n^{r_n} \}$. For example, $\Phi(a^{-2} \cdot b^2) = \{ a^{-2}, b^2 \}$. Define $\Psi(t) = \{ t_i^{r_i} \in \Phi(t) \mid t_i \neq x \in \text{Var}(C_0) \}$ to be the set of all non-variable factors of $t$. Let $\psi(t) = \prod_{\in \Psi(t)} f$, i.e., $\psi(t)$ is $t$ with all factors of the form $\hat{x}^r$ removed. For example, $\psi(a \cdot (\{\hat{x}\}_k)^3 \cdot \hat{x}^2) = a \cdot (\{\hat{x}\}_k)^3$.

**Lemma 10.** \( \forall x \in \text{Var}(C_0) \), let $k_x$ be the index of the constraint in which variable $x$ occurs for the first time. Then $\forall \sigma \models C_0, \forall t_i \in C_6$

\[
\begin{equation}
\prod_{t_{ij} \in T_i} (\psi(t_{ij}) \sigma)^{\hat{z}[i,j]}
\end{equation}
\]

such that

\[
\hat{z}[i, j] = z[i, j] + \sum_{j' > j} (\sum_{\hat{x}^r \in \Phi(t_{ij})} (\hat{z}[k_x, j] \cdot r \cdot z[i, j'] ))
\]

for some integers $\hat{z}[i, j], z[i, j]$, where $1 \leq i \leq |C_6|$, $\forall i 1 \leq j, j' \leq |T_i|$, and $\forall j > |T_{k_x}| \hat{z}[k_x, j] = 0$.

**Proof.** By induction over the length of the constraint sequence. For the induction basis, consider $u_1 : T_1 \subset C_6$. By Proposition 5, the proof of $T_1 \sigma \models u_1 \sigma$ contains only rules $(M)$ and $(I)$. Therefore, $u_1 \sigma = \prod_{t_{ij} \in T_1} (t_{ij})^{z[i,j]}$ for some integers $z[i, j]$, where $1 \leq j \leq |T_1|$. By Proposition 7, no variables occur in $T_1$. Therefore, $\forall j t_{ij} = \psi(t_{ij})$ and $\forall \hat{x} \in \text{Var}(C_6), j', r \hat{x}^r \notin \Phi(t_{ij})$. Then $\forall j \hat{z}[1, j] = z[1, j]$, and we obtain $u_1 \sigma = \prod_{t_{ij} \in T_1} (\psi(t_{ij}) \sigma)^{\hat{z}[i, j]}$.

Now suppose the lemma is true for all constraints up to and including $u_{i-1} : T_{i-1}, i \geq 2$. Applying Proposition 5 to $u_i : T_i$, we obtain that

\[
\begin{equation}
\prod_{t_{ij} \in T_i} (\psi(t_{ij}) \sigma)^{z[i,j']}
\end{equation}
\]

Consider any $t_{ij'}$ from the above product. By definition of $\psi(t_{ij'})$, $t_{ij'} = \psi(t_{ij'}) \cdot \hat{x}_1 \cdot \ldots \cdot \hat{x}_m$ for some variables $\hat{x}_1, \ldots, \hat{x}_m$ and rational constants $r_1, \ldots, r_m$ where $m \geq 0$. Consider any variable $\hat{x} \in \{ \hat{x}_1, \ldots, \hat{x}_m \}$, and let $k_x$ be the index of the first constraint in which $x$ occurs. By Proposition 7, the fact that $\hat{x}$ occurs in $T_i$ implies that $u_i : T_i$ cannot be the first constraint in which $\hat{x}$ occurs. There must be a preceding constraint of the form $\hat{x} : T_{k_x} \subset C_6$ and $k_x < i$. By the induction hypothesis, $\hat{x} \sigma = \prod_{t_{k_x} \in T_{k_x}} (\psi(t_{k_x}) \sigma)^{\hat{z}[k_x,j]}$. By monotonicity, $T_{k_x} \subset T_i$. By Definition 6, $\forall j \leq |T_{k_x}| t_{k_x} = t_{ij}$. Moreover, since $\hat{x}$ occurs in $t_{ij'}$, $|T_{k_x}| < j'$ by Proposition 7. Set $\hat{z}[k_x, j] = 0 \forall j > |T_{k_x}|$, and replace each $t_{k_x,j}$ with the corresponding $t_{ij}$, obtaining $\hat{x} \sigma = \prod_{j < j'} (\psi(t_{ij}) \sigma)^{\hat{z}[k_x,j]}$.

Substituting values for $\hat{x}_1 \sigma, \ldots, \hat{x}_m \sigma$ into equation 5.3, we obtain $u_i \sigma = \prod_{t_{ij'} \in T_i} (\psi(t_{ij'}) \sigma \cdot \prod_{\hat{x}^r \in \Phi(t_{ij})} (\prod_{j < j'} (\psi(t_{ij}) \sigma)^{\hat{z}[k_x,j] \cdot r \cdot z[i,j']} )^{z[i,j']}$.

Distributing the exponent $z[i,j']$, obtain that $u_i \sigma$ is equal to

\[
\prod_{t_{ij} \in T_i} (\psi(t_{ij}) \sigma)^{z[i,j]} \cdot \prod_{t_{ij'} \in T_i} (\prod_{j < j'} (\psi(t_{ij}) \sigma)^{\sum_{r \in \Phi(t_{ij})} (\hat{z}[k_x,j] \cdot r \cdot z[i,j'] )})
\]
Observing that \( \prod_{t_{ij} \in T_i}(\prod_{j \neq i'} \ldots t_{ij} \ldots) = \prod_{t_{ij} \in T_i}(\prod_{j' > j} \ldots t_{ij} \ldots) \), we conclude that \( u_i \sigma = \prod_{t_{ij} \in T_i}(\psi(t_{ij})^\sigma)^z[i,j] + \sum_j(\sum_{x \in \Phi(t_{ij})}(\delta[k_x,j] \cdot r \cdot z[i,j'])) \), completing the induction.

We now convert each constraint into an equivalent system of linear Diophantine equations. If this system is unsolvable, the constraint cannot be satisfied. If, on the other hand, there exist some values of \( \delta[i,j] \) that solve the linear system, we will prove that quadratic equations 5.2 are guaranteed to have a solution.

Consider any \( u_i : T_i \in C_6 \). By Lemma 10, \( u_i \sigma = \prod_{t_{ij} \in T_i}(\psi(t_{ij})^\sigma)^\delta[i,j] \). By definition, \( \psi(t_{ij}) \) does not contain any variables as top-level factors. It is possible that \( \hat{x}_k^p \in \Phi(u_i) \) for some variable \( \hat{x}_k \) and rational \( p_k \). Applying Proposition 7 and Lemma 10, we obtain that \( \forall \hat{x}_k \in \var{C_6} \hat{x}_k \sigma = \prod_{t_{kx} \in T_{kx}}(\psi(t_{kx})^\sigma)^\delta[k_x,j] \). Therefore, equation 5.1 can be rewritten as

\[
\prod_{t_{ij} \in T_i}(\psi(t_{ij})^\sigma)^\delta[i,j] = \prod_{t_{ij} \in T_i}(\psi(t_{ij})^\sigma)^y[i,j] \quad (5.4)
\]

For any variable \( \hat{x}_k \) occurring in \( u_i \), it must be that \( k_x \leq i \) since \( k_x \) is the index of the first constraint in which \( \hat{x}_k \) occurs. According to Definition 6, \( \forall \hat{x}_k, t_{kx} \in T_{kx} t_{kx} = t_{ij} \). Dividing the right-hand side of equation 5.4 by \( \prod_{t_{kx} \in T_{kx}}(\psi(t_{kx})^\sigma)^\delta[k_x,j] \), we obtain

\[
\prod_{t_{ij} \in T_i} u_{ij} \sigma = \prod_{t_{ij} \in T_i}(\psi(t_{ij})^\sigma)^y[i,j] \quad (5.5)
\]

where

\[
y[i,j] = \delta[i,j] - \sum_{t_{k} \in \var{C_6}} p_k \cdot z[k_x,j] \quad (5.6)
\]

Recall that \( z[k_x,j] = 0 \) if \( j > |T_{k_x}| \).

Let \( \mathbf{F}(C_6) = \bigcup_{u_i : T_i \subset C_6} (\var{u_i} \cup \{(t_{ij}) | t_{ij} \in T_i\}) \) be the set of all factors appearing in equations 5.5. Since \( \mathbf{F}(C_6) \subseteq \var{C_6} \subseteq \var{C_1} \), by Proposition 2 \( \forall t, t' \in \mathbf{F}(C_6) \) if \( t \neq t' \), then \( t \sigma \neq t' \sigma \). Therefore, \( \forall t \in \mathbf{F}(C_6) \) \( \forall u_i : T_i \in C_6 \), the following system of linear equations must hold:

\[
q = \sum_{t_{ij} \in T_i} q_{ij} \cdot y[i,j] \quad (5.7)
\]

where \( y[i,j] \) are integer variables (\( i \) ranges over the length of the constraint sequence, and, for each \( i, j \) ranges from 1 to \( |T_i| \)), and \( q, q_1, \ldots, q_{|T_1|} \) are rational constants. Multiplying equation 5.7 by the lowest common multiplier of the denominators of \( q, q_1, \ldots, q_{|T_1|} \), we obtain a linear system over \( y[i,j] \).

**Lemma 11.** \( C \) has a solution if and only if the system of equations 5.7 has a solution in integers for some \( C_6 \) such that \( C \sim C_6 \).
Proof. It follows immediately from the reduction in this section that if system 5.7 does not have a solution in integers, then \( \mathbf{C}_6 \) does not have a solution, either. It is necessary to show that if system 5.7 has a solution in integers, then system 5.6 and, especially, the quadratic system 5.2 also have a solution.

Let \( \{y[i, j]\} \) be any solution of system 5.7. First, \( \forall \hat{x} \in \mathbf{C}_6 \) \( \forall j \) set \( y[k_x, j] = 0 \). Since \( \forall \hat{x} \in \mathbf{C}_6 \) \( \Psi(u_{k_x}) = \Psi(\hat{x}) = \emptyset \), equation 5.7 degenerates into \( 0 = \sum_{t_{k_x} \in T_{k_x}} g_j \cdot y[k_x, j] \) and is still satisfied. By Proposition 7, \( u_{k_x} = \hat{x}_k \). Therefore, \( \sum_{x_{k_x} \in \Phi(u_{k_x})} p_{k_x} \cdot \hat{z}[k_x, j] = \hat{z}[k_x, j] \), and \( y[k_x, j] = \hat{z}[k_x, j] - \hat{z}[k_x, j] = 0 \).

System 5.6 is thus satisfied by \( y[k_x, j] = 0 \) as well.

Now, \( \forall \hat{x} \in \mathbf{C}_6 \) \( \forall j \) set \( \hat{z}[k_x, j] = Q_{\text{max}} \). Recall from Proposition 8 that \( Q_{\text{max}} \) is an integer such that \( r \cdot Q_{\text{max}} \) is an integer for any rational power \( r \) appearing in \( \mathbf{C}_6 \). We need to show that systems 5.6 and 5.2 are solvable in integers.

First, consider system 5.6. If \( i = k_x \) for some \( x \), it becomes \( 0 = Q_{\text{max}} - Q_{\text{max}} \).

If \( \forall x i \neq k_x \), it becomes \( y[i, j] = \hat{z}[i, j] - \sum_{x_{k_x} \in \Phi(u_{k_x})} p_{k_x} \cdot Q_{\text{max}}, \) and is solved by setting \( \hat{z}[i, j] = y[i, j] + \sum_{x_{k_x} \in \Phi(u_{k_x})} p_{k_x} \cdot Q_{\text{max}} \) since \( p_{k_x} \cdot Q_{\text{max}} \) is an integer.

It remains to show that the quadratic system 5.2 has a solution in integers. Pick any \( u_{i} : T_{i} \in \mathbf{C}_6 \) and fix it. Proof is by induction over \( j \) from \( |T_{i}| \) to 1. For the base case, consider \( j = |T_{i}| \). Because there are no \( j' > j \), set \( z[i, j] = \hat{z}[i, j] \).

Now suppose the proposition is true for \( z[i, j + 1] \), \( \ldots, z[i, |T_{i}|] \). To complete the proof, it is sufficient to show that there exists an integer value for \( z[i, j] \) that satisfies equation 5.2. Observe that \( z[i, j'] \) is an integer \( \forall j' > j \) (by the induction hypothesis), and \( \hat{z}[k_x, j'] \cdot r = Q_{\text{max}} \cdot r \) is an integer \( \forall \hat{x} \) such that \( \hat{x}_k \in \Phi(t_{ij'}) \) (by Proposition 8). Therefore, \( z[i, j] = \hat{z}[i, j] - \sum_{j' > j} (\sum_{\hat{z} \in \Phi(t_{ij'})} (\hat{z}[k_x, j] \cdot r \cdot z[i, j'])) \) is an integer solution for equation 5.2. This completes the induction.

Running example. In our running example, we are solving the following \( \mathbf{C}_6 \):

\[
\hat{X} : a \cdot b; \ a^6 : a \cdot b, \{a\}_b, \langle b \cdot \hat{X} \cdot a^{-2}, \exp(c, a) \rangle, b \cdot \hat{X} \cdot a^{-2}, \exp(c, a)
\]

\( \mathbf{C}_6 \) has a solution iff the following system 5.5 is solvable in integers:

\[
1 = (a \cdot b)^{y[1,1]} \quad a^6 = (a \cdot b)^{y[2,1]} \cdot \{a\}_b^{y[2,2]} \cdot (b \cdot \hat{X} \cdot a^{-2}, \exp(c, a))^{y[2,3]} \cdot (b \cdot a^{-2})^{y[2,4]} (\exp(c, a))^{y[2,5]}
\]

Since \( \Psi(u_{1}) = \emptyset \), \( \prod_{u_{1} \in \Psi(u_{1})} u_{1} \sigma = 1 \), and \( \psi(b \cdot \hat{X} \cdot a^{-2}) = b \cdot a^{-2} \).

We set \( y[1,1] = 0 \) because \( k_x = 1 \), and convert the second equation into an equivalent linear Diophantine system 5.7, treating all non-atomic terms such as \( \langle \ldots, \ldots \rangle \) and \( \exp(c, a) \) as constants:

\[
6 = y[2, 1] - 2 \cdot y[2, 4] \quad 0 = y[2, 2] \\
0 = y[2, 1] + y[2, 4] \quad 0 = y[2, 3] \\
0 = y[2, 5]
\]

The solution of this system is \( y[2, 1] = 2 \), \( y[2, 4] = -2 \). Therefore, the constraint sequence has a solution, and the corresponding symbolic trace is feasible. In this example, \( Q_{\text{max}} = 1 \), therefore, \( \hat{z}[1, 1] = 1 \), and \( \hat{X} = (a \cdot b)^{\hat{z}[1,1]} = a \cdot b \). Reconstructing the values of original variables, we obtain \( X = \hat{X} \cdot a^{-2} = a^{-1} \cdot b \).
Theorem 2 (Soundness and completeness). Symbolic constraint sequence $C$ has a solution if and only if the system of linear equations 5.7 has a solution in integers for some $C_6$ such that $C \sim C_6$.

6 Conclusions

We have presented a decision procedure for symbolic analysis of cryptographic protocols employing Abelian group operators and modular exponentiation from arbitrary bases, assuming the number of protocol sessions is bounded. Decidability is proved by reducing the symbolic constraint satisfiability problem to the solvability of a particular system of linear Diophantine equations.

This result enables fully automated analysis of a wide class of cryptographic protocols, such as those based on group Diffie-Hellman, that cannot be analyzed in the standard Dolev-Yao model. The next step is development of practical protocol analysis techniques. Instead of nondeterministically guessing subterm equalities and the order of subterm derivation, the analysis tool would search for a solution by inductively analyzing the structure of target terms, similar to the techniques of [13]. We expect that this approach will result in better average-case complexity than the generic decision procedure presented here.
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Abstract. This paper presents the formal verification with the Coq proof assistant of several applicative data structures implementing finite sets. These implementations are parameterized by an ordered type for the elements, using functors from the ML module system. The verification follows closely this scheme, using the newly Coq module system. One of the verified implementation is the actual code for sets and maps from the Objective Caml standard library. The formalization refines the informal specifications of these libraries into formal ones. The process of verification exhibited two small errors in the balancing scheme, which have been fixed and then verified. Beyond these verification results, this article illustrates the use and benefits of modules and functors in a logical framework.

1 Introduction

Balanced trees are notoriously hard to implement without mistakes. Exact invariants are difficult to figure out, even for applicative implementations. Since most programming languages provide data structures for finite sets and dictionaries based on balanced trees, it is a real challenge for formal verification to actually verify one of these.

We choose to verify the Set module from the Objective Caml (OCAML) standard library [2]. This applicative implementation of finite sets uses AVL trees [4] and provides all expected operations, including union, difference and intersection. Above all, this is a very efficient and heavily used implementation, which motivates a correctness proof. In particular, a formalization requires to give precise specifications to this library, a non-trivial task. This article also presents the verification of two other implementations, using respectively sorted lists and red-black trees [8], both written in OCAML and using the same interface as Set.

Building balanced trees over values of a given type requires this type to be equipped with a total ordering function. Several techniques are available to build a parametric library: in ML, polymorphism gives genericity over the type and first-class functions give the genericity over the ordering function (e.g. it is passed when initially creating the tree); in object oriented languages, objects to be stored in the trees are given a suitable comparison function; etc. The most elegant technique is probably the one provided by the ML module system, as implemented in SML [9] and OCAML [11]. A module is a collection of definitions
of types, values and submodules. Its type is called a *signature* and contains declarations of (some of the) types, values and submodules. Modules can be parameterized by some signatures and later applied to actual modules. Such functions from modules to modules are called *functors*. The Set library is a nice illustration of the OCAML module system. It is naturally written as a functor taking the signature of an ordered type as argument and returning a signature for finite sets as a result.

The use of modules and functors introduces an extra challenge for formal proof. The recent introduction of an ML-like module system into the Coq proof assistant [1,5] makes it a perfect candidate for this verification. As a side effect, this article exemplifies the use of modules and functors in a logical framework, which goes well beyond its use in programming languages.

Currently, Coq is not able to reason directly about OCAML code. To certify an OCAML applicative implementation, we first translate it into Coq’s own programming language, Gallina. Then the logic of Coq can be used to express properties of the Gallina functions. Whereas the translation from OCAML to Gallina is done manually and is thus error-prone, Coq provides an automated mechanism for the converse translation called extraction. The extraction takes a Coq function or proof, removes all its logical statements, and translates the remaining algorithmic content to OCAML. We end up with three versions of the code: the OCAML original handwritten one, its Gallina translation certified in Coq, and the OCAML extracted version. Theoretical results about the extraction [12,13] ensure that the extracted code verifies the same properties as the Gallina version.

Even if in this case the extracted code is not aimed at replacing the existing one, there are at least two reasons to perform this extraction. First, the extracted code often presents only syntactical differences with respect to the original code and thus ensures that no mistake was made during the hand-translation to Coq. Second, the extracted code behaves reasonably well in practice (see e.g. the final benchmarks) and thus shows that the extraction technique could be used directly without any original OCAML code.

**Outline.** This paper is organized as follows. Section 2 is devoted to the presentation of OCAML and Coq module systems. Section 3 introduces the signatures for ordered types and finite sets, and various utility functors over these signatures. Section 4 presents the verification of three finite sets implementations, using respectively sorted lists, AVL trees from the OCAML standard library and red-black trees. Section 5 concludes with a benchmark comparing performances of handwritten and extracted code.

**Source code.** This article only details the most important parts of the formal development. The whole source code would take too much space, even in appendix: the sole specification is 2472 lines long and the proof scripts amount to 5517 lines, not mentioning the original source code for AVL and red-black trees. All these files are available at [http://www.lri.fr/~filliatr/fsets/](http://www.lri.fr/~filliatr/fsets/) for downloading and browsing. The Coq files need the development version of Coq to compile and a rather powerful machine: 10 minutes are indeed necessary to compile the
whole development on a 1 Gigahertz Intel CPU. This web site also includes a slightly more detailed version of this paper.

The pieces of Coq and Ocaml code given in this article are displayed in verbatim font, apart from the embellishment of a few symbols: \(\rightarrow\) for \(\Rightarrow\), \(\leftrightarrow\) for \(\Leftrightarrow\), \(\lor\) for \(\vee\), \(\land\) for \(\wedge\), \(\neg\) for \(\sim\), \(\forall\) for universal quantifiers and \(\exists\) for EX.

2 Modules and Functors

2.1 The Ocaml Module System

The Ocaml module system [11] is derived from the original one for SML [9]. The latter also evolved in return, both systems being now quite close and known as the Harper-Lillibridge-Leroy module system. This section briefly illustrates the Ocaml module system with the Set library from its standard library, which signature is used throughout this paper and which code is verified in Section 4.2.

The Set library first defines a signature S for finite sets, given Figure 1. It contains the type elt of elements, the type t of sets, the value empty for the empty set, and 22 operations over sets. Most of them have an obvious meaning and the expected semantics. Other like fold, elements or choose have part of their specification left unspecified (this is detailed later in this paper).

The set implementation is parameterized by the type of its elements, which must be equipped with a total ordered function. The signature OrderedType is introduced for this purpose:

```ocaml
module type OrderedType = sig
  type t
  val compare : t \rightarrow t \rightarrow int
end
```

The compare function is returning an integer such that \(\text{compare} \ x \ y\) is zero if \(x\) and \(y\) are equal, negative if \(x\) is smaller than \(y\) and positive if \(x\) is greater than \(y\). For instance, a module Int realizing this signature for the type int of integers and the predefined comparison function Pervasives.compare would be:

```ocaml
module Int : Set.OrderedType = struct
  type t = int
  let compare = Pervasives.compare
end
```

The implementation of the data structure for sets is provided as a functor Make taking a module Ord of signature OrderedType as argument and returning a module of signature S:

```ocaml
module Make (Ord : OrderedType) : S with type elt = Ord.t
```

\(^1\) The subtraction can not be used as comparison function for integers because of overflows; consider for instance \(\text{min} \_\text{int} - \text{max} \_\text{int} = 1\).
module type S = sig
  type elt
  type t
  val empty : t
  val is_empty : t → bool
  val mem : elt → t → bool
  val add : elt → t → t
  val singleton : elt → t
  val remove : elt → t → t
  val union : t → t → t
  val inter : t → t → t
  val diff : t → t → t
  val compare : t → t → int
  val equal : t → t → bool
  val subset : t → t → bool
  val iter : (elt → unit) → t → unit
  val fold : (elt → 'a → 'a) → t → 'a → 'a
  val for_all : (elt → bool) → t → bool
  val exists : (elt → bool) → t → bool
  val filter : (elt → bool) → t → t
  val partition : (elt → bool) → t → t * t
  val cardinal : t → int
  val elements : t → elt list
  val min_elt : t → elt
  val max_elt : t → elt
  val choose : t → elt
end

Fig. 1. OCAML signature Set.S for finite sets

The signature for the returned module needs to be more precise than S; we must identify the type elt in the returned signature with the type Ord.t given as argument. This is made explicit using the with type construct.

We would get sets of integers by applying this functor to the module Int above: module IntSet = Set.Make(Int). It is important to notice that signature S contains a type t and a comparison function compare (with the expected behavior), allowing to build sets of sets by applying Make again on the resulting module. For instance, sets of sets of integers would be obtained with: module IntSetSet = Set.Make(IntSet). The reader may refer to the OCAML manual [2] for further details on its module system.

2.2 The Coq Module System

A module system for the Coq proof assistant has been advocated for a long time, mainly in Courant’s PhD thesis [7]. Clearly more ambitious than OCAML’s, his module system appeared too complex to be implemented in the existing code
of Coq. Instead, a module system à la Caml was recently implemented by Chrząszcz [5] following Leroy’s modular module system [11].

One small difference with respect to OCAML is that Coq modules are interactive. While in OCAML a module is introduced as a single declaration, Coq allows to build it piece by piece. The declaration of a new module \( M \) starts with the command `Module \( M \)` . Then any subsequent Coq declaration (type, function, lemma, theorem, etc.) is placed in that module, until the closing of \( M \) with the command `End \( M \)` . This interactive process is plainly justified by the interactive building of (most) Coq theories. Developing a whole module with all its proofs one at a time would be intractable. Signatures and functors are also introduced interactively in a similar way.

A signature may contain a declaration such as `Parameter x : T`, claiming the existence of a value \( x \) of type \( T \) in any module implementing this signature. Depending on \( T \), it corresponds either to an OCAML abstract type or to an OCAML value. A module or a functor body may contain logical properties and proofs. This is of course a novelty when compared to OCAML.

## 2.3 Extraction

The Coq extraction mechanism [12,13] handles naturally the module system: Coq modules are extracted to OCAML modules, Coq signatures to OCAML signatures and Coq functors to OCAML functors.

The first task of the extraction is to introduce a distinction between terms and types, since Coq has a unified notion of terms. For instance, a `Parameter` declaration may either be extracted to a type declaration or to a value declaration, depending on its type.

Then the extraction removes all the logical parts that “decorate” the computationally relevant terms: logical justifications, preconditions, postconditions, etc. These logical parts are not needed for the actual computation. The detection of these logical parts is done accordingly to the Coq sorts. A fundamental principle of Coq is that any Coq term belongs either to the logical sort `Prop`, or to the informative sorts `Set` and `Type`. The extraction follows this duality to decide which (sub-)terms must be erased.

## 3 Specifying a Finite Sets Library

### 3.1 Ordered Types

Similarly to OCAML code, our implementations are parameterized by the type of elements and its total ordering function. The OCAML ordering functions return integers for efficiency reasons. The Coq ordering functions could simply return into a three values enumeration type, such as

\[
\text{Inductive Compare: Set := Lt: Compare | Eq: Compare | Gt: Compare.}
\]

However, it is more idiomatic to introduce two predicates `lt` and `eq—lt` for the strict order relation and `eq` for the equality—and to have constructors for
Module Type OrderedType.
  Parameter t : Set.
  Parameter eq : t → t → Prop.
  Parameter lt : t → t → Prop.
  Parameter eq_refl : ∀x:t, (eq x x).
  Parameter eq_sym : ∀x,y:t, (eq x y) → (eq y x).
  Parameter eq_trans : ∀x,y,z:t, (eq x y) → (eq y z) → (eq x z).
  Parameter lt_trans : ∀x,y,z:t, (lt x y) → (lt y z) → (lt x z).
  Parameter lt_not_eq : ∀x,y:t, (lt x y) → ¬(eq x y).
  Parameter compare : ∀x,y:t, (Compare t lt eq x y).
End OrderedType.

Fig. 2. CoQ signature for ordered types

the inductive type Compare carrying proofs of the corresponding relations. Since
this type is going to be reused at several places, we make it polymorphic with
respect to the type X of elements and to the relations lt and eq:

Inductive Compare [X:Set; lt,eq:X→X→Prop; x,y:X] : Set :=
| Lt : (lt x y) → (Compare X lt eq x y)
| Eq : (eq x y) → (Compare X lt eq x y)
| Gt : (lt y x) → (Compare X lt eq x y).

Note that this type is in sort Set while lt and eq are in sort Prop. Thus the
informative contents of Compare is a three constant values type, with the same
meaning as integers in OCAML comparison functions.

Then we introduce a signature OrderedType for ordered types. First, it con-
tains a type t for the elements, which is clearly informative and thus in sort
Set. Then it equips the type t with an equality eq and a strict order relation
lt, together with a decidability function compare such that (compare x y) has
type (Compare t lt eq x y).

Finally, it contains a minimal set of logical properties expressing that eq is
an equivalence relation and that lt is a strict order relation compatible with eq.
The final signature OrderedType is given Figure 2. Note that compare provides
the totality of the order relation.

Many additional properties can be derived from this set of axioms, such as
the antisymmetry of lt. Such properties are clearly useful for the forthcoming
proof developments. Instead of polluting the OrderedType signature with all of
them, we build a functor that derives these properties from OrderedType:

Module OrderedTypeFacts [O:OrderedType].
  Lemma lt_not_gt : ∀x,y:O.t, (0.lt x y) → ¬(0.lt y x).
  ...
End OrderedTypeFacts.

This way, the user only has to implement a minimal signature and all the re-
maining is automatically derived.
3.2 Finite Sets

Reproducing the OCAML Set.S signature in COQ is not immediate. First of all, four functions are not applicative. One is \texttt{iter}, which iterates a side-effects-only function over all elements of a set; we simply discard this function. The others are \texttt{min_elt}, \texttt{max_elt} and \texttt{choose}, which respectively return the minimum, the maximum and an arbitrary element of a given set, and raise an exception when the set is empty; we slightly change their type so that they now return into a sum type.

Then we face the problem of specifications: they are given as comments in the OCAML files, and are more or less precise. Sometimes the behavior is even left partly unspecified, as for \texttt{fold}. The remaining of this section explains how these informal specifications are translated into COQ.

Finally, we face a question of style. There are indeed several ways of defining, specifying and proving correct a function in COQ. Basically, this can be done in two steps—we first define a purely informative function and then we prove it correct—or in a single one—we use dependent types to have the function returning its result together with the proof that it is correct. Our formalization actually provides both styles, with bridge functors to go from one to the other, allowing the user to choose what he or she considers as the most convenient.

\textbf{Non-dependent signature.} We first introduce a signature \texttt{S} containing purely informative functions together with axioms. It is very close to the OCAML signature. It introduces an ordered type for the elements:

\begin{verbatim}
Module Type S.
  Declare Module E : OrderedType.
  Definition elt := E.t.
\end{verbatim}

Then it introduces an abstract type \texttt{t} for sets:

\begin{verbatim}
  Parameter t : Set.
\end{verbatim}

All operations have exactly the same types as in OCAML (see Figure 1), apart from \texttt{min_elt}, \texttt{max_elt} and \texttt{choose}:

\begin{verbatim}
  Parameter min_elt : t \rightarrow (option elt).
  Parameter max_elt : t \rightarrow (option elt).
  Parameter choose : t \rightarrow (option elt).
\end{verbatim}

and \texttt{compare} which uses the \texttt{Compare} type introduced in Section 3.1 and refers to two predicates \texttt{eq} and \texttt{lt} also declared in the interface:

\begin{verbatim}
  Parameter eq : t \rightarrow t \rightarrow Prop.
  Parameter lt : t \rightarrow t \rightarrow Prop.
  Parameter compare : \forall s,s' : t, (Compare t lt eq s s').
\end{verbatim}

The five properties of \texttt{eq} and \texttt{lt} are declared, making this interface a subtype of \texttt{OrderedType} and thus allowing a bootstrap to get sets of sets. To specify all the operations, a membership predicate is introduced:
Parameter In : elt → t → Prop.
We could have used the mem operation for this purpose, using \((\text{mem} \ x \ s) = \text{true}\) instead of \((\text{In} \ x \ s)\), but it is more idiomatic in CoQ to use propositions rather than boolean functions\(^2\). Moreover, it gives the implementor the opportunity to define a membership predicate without referring to mem, which may ease the correctness proof. An obvious property of In with respect to the equality E.eq is declared:

Parameter eq_In : ∀s:t, ∀x,y:elt, (E.eq x y)→(In x s)→(In y s).
Operations are then axiomatized using the membership predicate. The value empty and the operations mem, is_empty, add, remove, singleton, union, inter, diff, equal, subset, elements, min_elt, max_elt and choose have obvious specifications. The remaining six operations, namely filter, cardinal, fold, for_all, exists and partition, are not so simple to specify and deserve a bit of explanation.

Filtering and test functions. In the OCAML standard library, the filter operation is specified as follows:

\[
\begin{align*}
\text{val filter :} \ (\text{elt} \to \text{bool}) \to \text{t} \to \text{t} \\
\text{(** filter p s returns the set of all elements in s that satisfy predicate p. *)}
\end{align*}
\]

This is slightly incorrect, as the predicate p could return different values for elements identified by the equality E.eq over type elt. The predicate p has to be compatible with E.eq in the following way:

Definition compat_bool [p:elt→bool] :=
∀x,y:elt, (E.eq x y) → (p x)=(p y).

Then filter can be formally specified with the following three axioms:

Parameter fold : (elt → 'a → 'a) → t → 'a → 'a
(** fold f s a computes \((f \ x_N \ldots (f \ x_2 (f \ x_1 a))\ldots)\), where \(x_1\ldots x_N\) are the elements of s. The order in which elements \(s\) are presented to \(f\) is unspecified. *)

\(^2\) Unlike most HOL-based systems, CoQ does not identify propositions and booleans.
To resemble the OCAML specification as much as possible, we declare the existence of a list of elements without duplicate—the list $x_1, \ldots, x_N$ above—and we reuse the existing folding operation \texttt{fold\_right} over lists:

\begin{verbatim}
Parameter fold_1 : \\
  \forall s:t, \forall A:Set, \forall i:A, \forall f:elt\rightarrow A\rightarrow A, \\
  (\exists l:(list elt) | \\
  (Unique E.eq l) \land \\
  (\forall x:elt, (In x s) \leftrightarrow (InList E.eq x l)) \land \\
  (fold f s i) = (fold\_right f i l)).
\end{verbatim}

Unique is a predicate expressing the uniqueness of elements within a list with respect to a given equality, here E.eq. The cardinal operation is specified in a similar way, using the operation length over lists. Note that \texttt{cardinal} could be defined with \texttt{fold}; this will be discussed later in Section 3.3.

\textbf{Dependent signature.} We introduce a second signature for finite sets, \texttt{Sdep}. It makes use of dependent types to mix computational and logical contents, in a CoQ idiomatic way of doing. The part of the signature related to the type $t$ and the relations eq, 1t and In is exactly the same as for signature $S$. Then each operation is introduced and specified with a single declaration. For instance, the empty set is declared as follows:

\begin{verbatim}
Parameter empty : \{ s:t | \forall a:elt, \neg(In a s) \}.
\end{verbatim}

which must read “there exists a set $s$ such that ...”. Similarly, the operation add is declared as:

\begin{verbatim}
Parameter add : \forall x:elt, \forall s:t, \\
  \{ s':t | \forall y:elt, (In y s') \leftrightarrow ((E.eq y x) \lor (In y s)) \}.
\end{verbatim}

and so on for all other operations.

\textbf{Bridge functors.} Signatures $S$ and $\texttt{Sdep}$ can be proved equivalent in a constructive way. Indeed, we can implement two bridge functors between the two signatures. The first one is implementing the signature \texttt{Sdep} given a module implementing the signature $S$:

\begin{verbatim}
Module DepOfNodep [M:S] <: Sdep with Module E := M.E. \\
  ...
End DepOfNodep.
\end{verbatim}

and the second one is implementing the signature $S$ given a module implementing the signature $\texttt{Sdep}$:

\begin{verbatim}
Module NodepOfDep [M:Sdep] <: S with Module E := M.E. \\
  ...
End NodepOfDep.
\end{verbatim}

The practical interest is obvious: the user may prefer one style of programming/proving with CoQ while a particular implementation of finite sets is available with the other style. Applying the appropriate functor provides the desired interface.
3.3 Additional Properties

Signatures $S$ and $S_{dep}$ intend to be minimal. Many additional properties can be derived. They may involve the set operations separately or together, as in the following fact:

\[
\text{cardinal (union a b)} + \text{cardinal (inter a b)} = \text{cardinal a} + \text{cardinal b}
\]

Similarly to what we did for $\text{OrderedType}$ in Section 3.1, we gather all such properties in a functor taking a module of signature $S$ as argument:


Lemma union_inter_cardinal : 

\[
\forall a, b : t, (\text{cardinal (union a b)}) + (\text{cardinal (inter a b)}) = (\text{cardinal a}) + (\text{cardinal b}).
\]

End Properties.

4 Verifying Finite Sets Implementations

Implementing and verifying a set library with all operations introduced so far is not necessarily difficult: indeed, all operations can be coded using the four \textit{primitive} operations \texttt{empty, add, remove} and \texttt{fold}. However, most operations can be coded more efficiently in a direct way, at the extra cost of a more difficult formal proof.

In this section, we present the formal verification of three different implementations using respectively sorted lists, AVL trees and red-black trees. These three implementations are functors taking an ordered type $X$ as argument.

4.1 Sorted Lists

Sets implemented as sorted lists offer poor performances. However, there are at least two reasons to start with such an implementation. First, this is a quick way to debug our signature $S$ and, when done, to show its logical consistency—we indeed rephrased several specifications while doing this first verification. Second, some of the operations over lists are reused later in the code or verification of the other two implementations based on binary trees. The verification is (almost) straightforward.

4.2 AVL Trees

The next implementation to be verified is the $\texttt{Set}$ module from OCAML standard library [2]. This is a heavily used library, including in OCAML's own code. It implements sets using AVL trees [4], that are binary search trees where the difference between the heights of any two sibling trees can not exceed a given value $\Delta$. Although $\Delta = 1$ is an admissible choice [4], the OCAML implementation relaxes it to $\Delta = 2$, making a compromise between the overall balancing and the cost of rebalancing when inserting or deleting.
The COQ formalization implements signature Sdep, following OCAML code as close as possible. First a type for trees is introduced:

\[
\begin{align*}
\text{Inductive \text{tree} : Set :=} \\
| \text{Leaf} : \text{tree} \\
| \text{Node} : \text{tree} \rightarrow \text{elt} \rightarrow \text{tree} \rightarrow \text{Z} \rightarrow \text{tree}.
\end{align*}
\]

The height is stored for greater efficiency, using the COQ type \text{Z} for arbitrary precision integers. Then we introduce two inductive predicates

\[
\begin{align*}
\text{Inductive \text{bst} : \text{tree} \rightarrow \text{Prop} :=} & \ldots \\
\text{Inductive \text{avl} : \text{tree} \rightarrow \text{Prop} :=} & \ldots
\end{align*}
\]

where \text{bst} (resp. \text{avl}) is the property of being a binary search tree (resp. a balanced tree). Finally, the type \text{t} for sets is a record containing a tree and proofs that it is a balanced binary search tree:

\[
\begin{align*}
\text{Record \text{t} : Set :=} & \text{t.intro} \\
& \{ \\
& \quad \text{the.tree} : \text{tree}; \\
& \quad \text{is.bst} : (\text{bst the.tree}); \\
& \quad \text{is.avl} : (\text{avl the.tree}) \\
& \}.
\end{align*}
\]

Properties \text{bst} and \text{avl} could have been defined simultaneously but separating them eases the proofs since most of the time one of the two is not relevant for the property to be proved.

**Verification.** Verifying the operations is mostly a matter of finding the precise specifications, where the OCAML code is only providing a few laconic comments. For instance, one of the internal function (bal 1 x r) is informally specified as

“Same as \text{create}, but performs one step of rebalancing if necessary.
Assumes 1 and r balanced.”

but its precise specification is (among other things):

“Assumes \(|(\text{height} 1) - (\text{height} r)| \leq 3\). The size of the returned tree is either \(\text{max}(\text{height} 1, \text{height} r)\) or \(\text{max}(\text{height} 1, \text{height} r) + 1\), and is always the latter when \(|(\text{height} 1) - (\text{height} r)| \leq 2\).”

Looking for these specifications, we actually discovered balancing bugs in OCAML code: two internal functions were building incorrectly balanced trees while they were supposed to. (The sets which were built were correct, though, i.e. were containing the right elements.) Patches have been quickly provided by the OCAML team and we could verify the new code without trouble.

A **termination challenge.** Only one operation poses a real verification challenge: the \text{compare} function providing a total ordering over sets. The idea is quite simple. Comparing two sets is just a matter of comparing the sorted lists of their elements in a lexicographic way. But the algorithm used is tricky. Instead of first building the two lists, the code is building them \text{lazily}, as soon as elements are needed for the comparison, using a technique of \text{deforestation} [15]. The problem is generalized to the comparison of two lists of trees, done as follows:
let rec compare_aux l1 l2 = match (l1, l2) with
  | ([], []) → 0
  | ( [], _) → -1
  | (_, []) → 1
  | (Empty :: t1, Empty :: t2) → compare_aux t1 t2
  | (Node(Empty,v1,r1,_) :: t1, Node(Empty,v2,r2,_) :: t2) →
    let c = Ord.compare v1 v2 in
    if c <> 0 then c else compare_aux (r1::t1) (r2::t2)
  | (t1, Node(l2, v2, r2, _): :t2) →
    compare_aux l1 (Empty :: Node(Empty, v2, r2, 0) :: t2)

Proving the termination of this function is hard. Indeed, the last two cases may recursively call compare_aux on “bigger” arguments when l1 (resp. l2) is Empty. The reason why it terminates involves a global argument: the first elements of the lists will eventually become both Empty and will then fall into the fourth case of the pattern matching. Fortunately, the code can be slightly changed to recover a simpler termination argument, at the extra cost of two additional cases but without any loss of efficiency. This modified version is proved correct.

4.3 Red-Black Trees

Red-black trees [8] are another kind of balanced binary search trees. Nodes are colored either red or black and any red-black tree must satisfy the following two invariants:

- A red node has no red child;
- Every path from the root to a leaf contains the same number of black nodes.

Okasaki nicely introduces red-black trees in a functional setting [14] but only the membership and insertion operations are given. Xi specifies this code in DEPENDENT ML [16] but it is also restricted to the insertion operation. Even Adams general approach to balanced binary search trees [3] does not apply nicely to red-black trees. Generally speaking, we could not find a comprehensive implementation of finite sets using red-black trees and we wrote our own. This code is available from the web site of the formalization.

As for AVL trees, the COQ formalization implements signature Sdep following OCAML code as close as possible. First, colored trees are defined:

Inductive color : Set := red : color | black : color.
Inductive tree : Set :=
  | Leaf : tree
  | Node : color → tree → elt → tree → tree.

The binary search tree property bst is similar to the one for AVL trees. Then the red-black trees invariant is introduced as an inductive predicate rbtree parameterized by the height of black nodes. Finally, everything is collected into a record type:
Record t : Set := t_intro {  
    the_tree  :> tree;  
    is_bst   : (bst the_tree);  
    is_rbtree : (∃n:nat | (rbtree n the_tree)) }.

Again, the formalization is roughly a matter of finding the right specification for each function, followed by a quite long process of Coq tactics scripting (figures are given in the conclusion). Some proofs from the AVL trees formalization could be reused with slight modifications (e.g. the compare operation).

5 Conclusion

In this article we presented the full formalization in Coq of three applicative implementations of finite sets libraries, including AVL and red-black trees. To our knowledge this is the first formal proof of a full set of operations over these two kinds of balanced binary search trees. This is also the first formal proof of a functorized piece of code.

This article also demonstrates the benefits of modules and functors in a logical framework, and their relevance for program proving. More precisely, the adequacy between the Ocaml and Coq module systems allows the formalization of significant pieces of code. Correct-by-construction functorized code can be obtained using Coq extraction, which is a real improvement.

Overall picture. Figure 3 summarizes the dependencies between the five signatures and the seven functors used in this formalization. The following table details the size of the formalization, in terms of the size of code proved correct and size of the Coq development. The formalization roughly amounts to one man-month.
<table>
<thead>
<tr>
<th></th>
<th>specs</th>
<th>lists</th>
<th>AVL</th>
<th>RBT</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>lines of code</td>
<td>114</td>
<td>231</td>
<td>314</td>
<td>545</td>
<td></td>
</tr>
<tr>
<td>lines of Coq specs</td>
<td>1160</td>
<td>375</td>
<td>532</td>
<td>405</td>
<td>2472</td>
</tr>
<tr>
<td>lines of Coq proofs</td>
<td>1900</td>
<td>537</td>
<td>1800</td>
<td>1280</td>
<td>5517</td>
</tr>
</tbody>
</table>

**Extraction and benchmark.** Once the formalization done, OCAML code can be automatically extracted from the proofs [12,13]. Thus it can be compared to the original code. We run a little benchmark comparing OCAML’s **Set** module (AVL), the extraction of its formalization (ε-AVL), a manual implementation of red-black trees (RBT) and the extraction of its formalization (ε-RBT). The benchmark consists in testing operations on randomly generated sets of various sizes. Timings are shown below (in seconds).

<table>
<thead>
<tr>
<th></th>
<th>add-1</th>
<th>add-2</th>
<th>mem-1</th>
<th>mem-2</th>
<th>rem-1</th>
<th>rem-2</th>
<th>union</th>
<th>inter</th>
<th>diff</th>
<th>subset</th>
<th>cmp</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVL</td>
<td>3.01</td>
<td>15.50</td>
<td>9.52</td>
<td>11.10</td>
<td>4.67</td>
<td>4.20</td>
<td>11.40</td>
<td>4.76</td>
<td>4.68</td>
<td>11.50</td>
<td>11.50</td>
</tr>
<tr>
<td>ε-AVL</td>
<td>13.80</td>
<td>53.20</td>
<td>10.20</td>
<td>11.70</td>
<td>18.70</td>
<td>17.70</td>
<td>46.50</td>
<td>17.70</td>
<td>17.70</td>
<td>46.30</td>
<td>45.70</td>
</tr>
<tr>
<td>RBT</td>
<td>3.38</td>
<td>13.40</td>
<td>11.40</td>
<td>13.00</td>
<td>5.92</td>
<td>4.81</td>
<td>12.10</td>
<td>4.76</td>
<td>4.71</td>
<td>11.20</td>
<td>11.70</td>
</tr>
<tr>
<td>ε-RBT</td>
<td>4.02</td>
<td>16.70</td>
<td>12.10</td>
<td>13.60</td>
<td>6.85</td>
<td>5.58</td>
<td>17.30</td>
<td>6.19</td>
<td>5.76</td>
<td>14.00</td>
<td>13.90</td>
</tr>
</tbody>
</table>

The timings are very close, apart from ε-AVL when trees are built, that is for all operations except **mem**. The reason is that arithmetical computations over heights are done using Coq arbitrary precision arithmetic extracted to OCAML, which can not compete with the hardware arithmetic used in OCAML **Set**. We could parameterize the whole formalization of AVL trees with respect to the arithmetic used for computing heights, using yet another functor. But we would loose the benefits of the **Omega** tactic (the decision procedure for Presburger arithmetic) which is of heavy use in this development. A workaround would be an automatic substitution of a more realistic arithmetic for Coq arithmetic at extraction time, e.g. hardware or arbitrary precision provided it has been verified. But this is not yet a Coq feature.
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Abstract. We show how to formalise a constraint-based data flow analysis in the specification language of the Coq proof assistant. This involves defining a dependent type of lattices together with a library of lattice functors for modular construction of complex abstract domains. Constraints are expressed in an intermediate representation that allows for both efficient constraint resolution and correctness proof of the analysis with respect to an operational semantics. The proof of existence of a correct, minimal solution to the constraints is constructive which means that the extraction mechanism of Coq provides a provably correct data flow analyser in ocaml. The library of lattices together with the intermediate representation of constraints are defined in an analysis-independent fashion that provides a basis for a generic framework for proving and extracting static analysers in Coq.

1 Introduction

Static program analysis is a fully automatic technique for proving properties about the run-time behaviour of a program without actually executing it. The correctness of static analyses can be proved formally by following the theory of abstract interpretation [CC77] that provides a theory for relating two semantic interpretations of the same language. These strong semantic foundations constitute one of the arguments advanced in favor of static program analysis. The implementation of static analyses is usually based on well-understood constraint-solving techniques and iterative fixpoint algorithms. In spite of the nice mathematical theory of program analysis and the solid algorithmic techniques available one problematic issue persists, \textit{viz.}, the gap between the analysis that is proved correct on paper and the analyser that actually runs on the machine. While this gap might be small for toy languages, it becomes important when it comes to real-life languages for which the implementation and maintenance of program analysis tools become a software engineering task. To eliminate this gap, we here propose a technique based on theorem proving in constructive logic and the program-as-proofs paradigm, which allows

- to specify static analyses in a way that ensures their \textit{well-formedness} and facilitates their \textit{correctness proof},
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– to extract a static analyser from the proof of existence of a correct program analysis result.

In this paper, we show how to specify a static analysis in the logical formalism underlying the proof assistant Coq. This formalism offers a strong type system for expressing correctness of specifications, together with a mechanism for compiling the specifications into the OCaml programming language. More precisely, we offer the following contributions:

– We show how to define a library of abstract domains of properties used in the analysis in a generic fashion (Section 3). The abstract domains are lattices satisfying a finite-ascending-chains condition which makes it possible to extract a provably correct, generic constraint solver based on fixpoint iteration.
– We show how to represent a constraint-based analysis in a constructive manner (Section 4) that allows at the same time to prove correctness of the analysis (Section 5) and to extract an analyser from the proof of the existence of a best solution to the constraints, using the program extraction mechanism available in Coq (Section 6).

We have chosen to develop this approach in the concrete setting of a flow analysis for Java Card byte code, presented in Section 2. The motivation for choosing this particular analysis is that it deals with a minimalistic, yet representative language with imperative, object-oriented and higher-order features, guaranteeing that the approach is transferable to a variety of other analyses. Section 7 compares with other work on formalizing the correctness of data flow analyses, and Section 8 concludes. The Coq sources of the development are available at http://www.irisa.fr/lande/pichardie/CarmelCoq.

Notation: Functions whose type depends on the program being analysed will have dependent type \( F : (P \rightarrow \text{Program}) 
\rightarrow T(P) \) with type \( T \) depending on \( P \). We will write \( F_P \) for the application of \( F \) to a particular program \( P \). The paper uses a mixture of logic and Coq notation for which we (due to space restrictions) cannot offer a full introduction.

2 A Static Analysis for Carmel

The analysis which serves as a basis for our work is a data flow analysis for the Carmel intermediate representation of Java Card byte code [Mar01] specified using the Flow Logic formalism [Han02] and proved correct on paper with respect to an operational semantics [Siv04]. The language is a byte code for a stack-oriented machine, much like the Java Card byte code. Instructions include stack operations, numeric operations, conditionals, object creation and modification, and method invocation and return. It is given a small-step operational semantics with a state of the form \( \langle h, (m, pc, l, s) :: sf \rangle \), where \( h \) is the heap of objects, and \( (m, pc, l, s) :: sf \) is a call stack consisting of frames of the form \( (m, pc, l, s) \)
where each frame contains a method name $m$ and a program point $pc$ within $m$, a set of local variables $l$ and a local operand stack $s$ (see [Siv04] for details). Here and everywhere in the paper, "::" denotes the "cons" operation on lists.

The transition relation $\rightarrow_I$ describes how an instruction $I$ affects the state. We give as example the rules defining the instructions push for pushing a value onto the operand stack, and invokevirtual for calling a virtual method.

The rule (1) reads as follows: the instruction push $c$ at address $(m, pc)$ of state $\sigma = \langle \langle h, (m, pc, l, s) :: sf \rangle \rangle$ has the effect of pushing $c$ on the operand stack $s$ of $\sigma$ and advancing to the instruction at $pc + 1$.

$$\frac{\text{instructionAt}_p(m, pc) = \text{push } c}{\langle \langle h, (m, pc, l, s) :: sf \rangle \rangle \rightarrow_{\text{push } c} \langle \langle h, (m, pc + 1, l, c :: s) :: sf \rangle \rangle}$$

The rule (2) is slightly more complicated. It reads: for $M$ a method name, the instruction (invokevirtual $M$) at address $(m, pc)$ of state $\sigma = \langle \langle h, f :: sf \rangle \rangle$ may only occur if the first frame $f$ on the call stack of $\sigma$ has an operand stack of the form $loc :: V :: s$, i.e., it starts with a heap location denoted by loc, followed by a vector of values $V$. The actual method that will be called is to be found in the object that resides in the heap $h$ at the address $h(loc)$, and the actual parameters of that method are contained in the vector $V$. Then, the methodLookup function searches the class hierarchy for the method name $M$ in that object, and returns the actual method to which the control will be transferred.

The new method, together with its starting point $pc = 1$, its vector $V$ of actual parameters, and an empty operand stack $\varepsilon$, constitute a new frame $f'$ pushed on top of the call stack of the resulting state $\sigma' = \langle \langle h, f' :: f'' :: sf \rangle \rangle$. Note, however, that the second frame in the call stack after the virtual method invocation is not $f$ any more, but a new frame $f''$ with a different operand stack. This is because the invokevirtual instruction has a side effect: the location $loc$ and the vector $V$ of actual parameters are removed from $f$ (cf. rule (2) above).

This rather intricate behavior is what actually happens in the Java Card language. It made for the most challenging part of the proof of correctness of the analysis with respect to the semantics (we return to this point in Section 5). The analysis is now briefly described.

### 2.1 Carmel Flow Logic

The Carmel Flow Logic defined by Hansen [Han02] specifies a constraint-based data flow analysis for Carmel. This analysis computes a safe approximation of the states that can occur at any program point during execution of the program.
The abstract state domain $\widehat{\text{State}}_P$, defined by

$$
\widehat{\text{State}}_P = \text{Heap}_P \times \left( \text{methodName}_P \times \text{progCount}_P \to \text{LocalVar}_P \right) \\
\times \left( \text{methodName}_P \times \text{progCount}_P \to \text{Stack}_P \right)
$$

contains an approximation of all possible heaps and, for each program point, an over-approximation of the value of each local variable and of the operand stack. The abstract domains are further described in Section 3.

The specification of the logic consists of a set of inference rules that for each Carmel instruction defines a constraint over an abstract state $\widehat{\Sigma} \in \widehat{\text{State}}$. In order for $\widehat{\Sigma} = (\widehat{H}, \widehat{L}, \widehat{S})$ to be a correct abstraction of program $P$, $\widehat{\Sigma}$ must satisfy the constraints imposed by all the instructions of $P$. For example, if a push instruction is present at address $(m, pc)$, the following constraints should be satisfied:

$$
\widehat{\text{push}} \left( c, \widehat{S}(m, pc) \right) \subseteq \widehat{S}(m, pc + 1) \quad (3)
\widehat{L}(m, pc) \subseteq \widehat{L}(m, pc + 1) \quad (4)
$$

where $\widehat{\text{push}}$ is the abstract push operation from the abstract domain of stacks.

Correctness of the flow logic is proved by defining a relation $\sim$ between concrete domains of the operational semantics and the abstract domains. The definition of the relation $\sim$ is inductive over the structure of the domain. Due to lack of space we do not give here a formal definition of this relation (see [Han02] for details). The important property of the approximation relation $\sim$ is the monotonicity with respect to the abstract order $\subseteq$. It says that, for each concrete value $a$ (be it a heap, a stack, or a vector of local variables) and abstract values $\widehat{A}, \widehat{A}'$ in the corresponding abstract domain, if $a \sim \widehat{A}$ and $\widehat{A} \subseteq \widehat{A}'$ then $a \sim \widehat{A}'$ holds as well. This property is proved in Coq once and for all for each concrete and corresponding abstract domain values. The relation $\sim$ is used extensively in Section 5 where we show how to prove correctness of the analysis in Coq.

3 Constructing Abstract Domains

In this section we define the type (lattice $\mathbf{A}$) parameterised by the type of data manipulated in the lattice, and construct higher order functions which produce a lattice object from other lattice objects. This allows to construct the abstract domains (of local variables, stacks, etc.) in a compositional fashion starting from a collection of base abstract domains. This modular technique of combining and building lattices has the advantage that we do not have to prove properties (such as the finite ascending chain condition, see below) for one big, final lattice, but can do so in a modular fashion for every type of lattice used. Furthermore, local changes in the lattice structure do not invalidate the overall proof. A lattice object is a structure with two families of fields: the functional fields which are
objects used in the extracted OCAML code, and the logical fields that contain properties about the lattice. E.g., the field join is a functional field that contains the least upper bound operator of the lattice, whereas the field acc_property is a logical field stating that the lattice satisfies the ascending chain condition. Only the functional fields will appear in the OCAML code of the constructed analyser, but the properties in the logical fields are used to resolve proof obligations during the construction of the analyser.

The lattice type is conveniently defined as a record type in Coq, as shown in the following Coq declaration, where details for the order relation and the well-foundedness of the lattice are given.

```coq
Record Lattice [A: Set]: Type := {
  eq : A → A → Prop;
  eq_prop : ... ;; eq is an equivalence relation
  order : A → A → Prop;
  order_refl : ∀x,y:A (eq x y) ⇒ (order x y);
  order_antisym : ∀x,y:A (order x y) ⇒ (order y x) ⇒ (eq x y);
  order_trans : ∀x,y,z:A (order x y)⇒ (order y z) ⇒ (order x z);
  join : A → A → A;
  join_prop : ;; join is a correct binary least upper-bound
  eq_dec : A → A → bool
  eq_dec_prop : ... ;; eq_dec is a correct test of equality
  bottom : A;
  bottom_prop : ... ;; bottom is the least element
  top : A;
  top_prop : ... top is the greatest element
  acc_property : (well-founded A (λx,y:A¬(eq y x)∧(order y x)))
}
```

Declaring a structure of Lattice type will result in a series of proof obligations, one for each of the logical fields. Of these, the last property acc_property is the most difficult to establish. It expresses that the strict dual order is well-founded, or, in other words, that there are no infinite, ascending chains. It is the key point to prove the termination of the final analyser.

Note that our definition of the Lattice type includes the ascending chain condition, thus, we are not defining a lattice in general. However, for convenience the term lattice is employed for such a structure in the rest of this document.

3.1 The Lattice Library

We present here the lattices that we have developed for our analysis. The lattices are built from two base lattices using four lattice constructors. These developments are largely analysis-independent and can be reused in other contexts.

Two base lattices are defined: the flat lattice of integer constants and the lattice of finite sets over a subset \{0,...,max\} of integers. Additionally, there are four functions to combine lattices:

```coq
prodLattice : (Lattice A) → (Lattice B) → (Lattice A*B)
sumLattice : (Lattice A) → (Lattice B) → (Lattice (lift A+B))
```
The lattice of abstract states (each $xX_P$ represents the number of distinct $xX$ elements in program $P$).

\[
\begin{array}{c}
\text{array}[\text{methodName}_P] \quad \text{array}[\text{methodName}_P] \quad \text{array}[\text{className}_P] \\
\text{array}[\text{progCount}_P] \quad \text{array}[\text{progCount}_P] \quad \text{array}[\text{fieldName}_P] \\
\text{stack} \\
\text{finiteSet}[\text{className}_P] \\
\text{lattice of integer constants}
\end{array}
\]

\[
\text{val} = \frac{\text{prod}}{\text{sum}}
\]

\text{val} = \frac{\text{prod}}{\text{sum}}

Fig. 1. The lattice of abstract states (each $xX_P$ represents the number of distinct $xX$ elements in program $P$).

\[
\text{arrayLattice} : (\text{max}:\text{nat}) \to (\text{Lattice} \ A) \to (\text{Lattice} \ (\text{array} \ \text{max} \ A))
\]

\[
\text{stackLattice} : (\text{Lattice} \ A) \to (\text{Lattice} \ (\text{stack} \ A))
\]

The first two functions are the standard constructions of the cartesian product and the separate sum (disjoint union extended with a new top and bottom element) of two lattices. The \text{arrayLattice} function builds the type of arrays whose elements live in a lattice and whose size is bounded by a parameter $\text{max}$.

The array lattice frequently occurs in flow-sensitive analyses where the number of abstract variables depends on the program to analyse, and they are then conveniently collected in an array. An efficient implementation of arrays is therefore crucial for obtaining an efficient extracted code, and we have optimized it by using an efficient tree representation of integer maps [OG98]. Details are left out for space reasons.

The fourth constructor \text{stackLattice} builds the lattice of stacks of elements of type $A$. In this lattice, stacks with different sizes are incomparable. In addition to the standard lattice operations, this lattice also carries abstract versions of the usual stack operations $\text{pop}$, $\text{push}$ and $\text{top}$.

The most difficult part of each lattice construction is the proof of preservation of $\text{acc.property}$ (the ascending chain condition), which is essential for defining an analyser that terminates. This is essentially a termination proof, which is hard to conduct in a proof assistant because the standard techniques of structural orders or well-chosen measures do not apply in the case of lattice orders. The proof has to operate directly with the definition of a well-founded order.

However, once the preservation of the $\text{acc.property}$ by the constructors ($\text{prodLattice}$, $\text{sumLattice}$, etc) is proved, the constructors can be used to combine lattices without having to prove $\text{acc.property}$ for the resulting lattice.

The lattice employed in our particular analysis is shown in Figure 1. The modular construction saves a considerable amount of time and effort, \textit{e.g.}, compared to proving $\text{acc.property}$ for the lattice in Figure 1 as a whole.
3.2 The Constraint Solver

The basic fixpoint operator \( \text{lfp} \) takes a monotone function \( f : A \rightarrow A \) on a lattice \( L \) (parameterised by a type \( A \)) and computes the least element \( x \) of \( L \) verifying \( f(x) = x \), which, by a corollary of the Tarski’s Fixed Point Theorem, can be iteratively calculated as the limit of the (stabilizing) sequence \( (f^n(\perp))_{n \in \mathbb{N}} \).

Formally, we define the operator \( \text{lfp} \) of type

\[
(A:\text{Set}) \rightarrow (L:(\text{Lattice } A)) \rightarrow (f:(A\rightarrow A)) \rightarrow (\text{monotone } L \ f) \rightarrow \\
\exists x:A, \ (\text{eq } L \ x \ (f \ x)) \land \\
\forall y:A \ (\text{eq } L \ y \ (f \ y)) \Rightarrow (\text{order } L \ x \ y)
\]

That is, \( \text{lfp} \) takes four arguments: a data type \( A \), a lattice \( L \) on \( A \), a function \( f \) on \( A \) and a proof that \( f \) is monotone. It returns the least fixed point of \( f \). We then prove in Coq that this type is non-empty, which here consists in instantiating the existentially quantified \( x \) in the type definition by \( \lim_{n \rightarrow \infty} f^n(\perp) \).

Then, the extraction mechanism of programs from proofs generates for \( \text{lfp} \) the following OCAML code, in which the purely logical objects of the proof (i.e., the chosen witness verifies the fixpoint equation) have been removed:

```ocaml
let lfp L f =
  let rec aux x =
    if (L.eq_dec x (f x)) then x else aux (f x)
  in aux L.bottom
```

This operator is then used to solve a list of constraints in the following way. Given a list \( f_1, \ldots, f_n \) of monotone functions of type \( L \rightarrow L \), the operator \( \text{lfp\_list} \) computes the least solution \( x \) of the system \( f_i(x) \subseteq x \forall i \in \{1, \ldots, n\} \) by a round-robin iteration strategy in which the constraints are iterated in increasing order. This computation is implemented by applying the \( \text{lfp} \) operator on the monotone function \( \tilde{f}_n \circ \cdots \circ \tilde{f}_1 \), where \( \tilde{f}_i(x) = x \sqcup f_i(x) \) for every index \( i \).

The type of \( \text{lfp\_list} \) looks like

\[
(1: (L \rightarrow L) \text{\ list}) \rightarrow (\forall f \in l, \ (\text{monotone } L \ f)) \rightarrow \\
\exists x:A, \ (\forall f \in l, \ (\text{order } L \ (f \ x)) \land \\
\forall y:A \ (\forall f \in l, \ (\text{order } L \ (f \ y))) \Rightarrow (\text{order } L \ x \ y) \quad (5)
\]

This type means that any application of \( \text{lfp\_list} \) to a list of functions \( f_i \) must be accompanied by a proof of the monotonicity of each \( f_i \). Read on a proof-theoretic level, it states that from the proofs of monotonicity of the \( f_i \), we can prove the existence of a least common pre-fixpoint for all of the \( f_i \). This function will be used as a generic constraint solver in Section 6.

4 Constructive Constraints

We now turn to the problem of building an analyser that implements the flow analysis from Section 2. The development will be structured into three phases:
1. The definition of a set of constraints associated to each instruction.
2. The proof of correctness of these constraints wrt. the Carmel semantics.
3. The building of an analyser analyse that computes an abstract state verifying all the constraints generated for a given program.

Formally, we have to prove the two following theorems:

$$\forall P : \text{Program}, \hat{\Sigma} : \text{State}_P. \text{verifyAllConstraints}_P(\hat{\Sigma}) \Rightarrow [P] \sim \hat{\Sigma}$$

$$\forall P : \text{Program}, \text{verifyAllConstraints}_P(\text{analyse}_P)$$

where $[P]$ denotes the set of reachable states of program $P$. These two theorems imply the correctness of the analyser:

$$[P] \sim \text{analyse}_P$$

When formalising the analysis, several representations of the constraints are possible. It turns out that for the correctness proof (Phase 2) it is more convenient to emphasise the order relation aspect of the constraints, whereas the construction of an effective analyser (Phase 3) requires to emphasise the explicit computational content of the constraints. This is why an intermediate representation of constraints is defined in Phase 1, which allows for both interpretations and leaves room for reuse in other analyses. Sections 4, 5 and 6 describe the three phases.

### 4.1 An Intermediate Representation for Constraints

To motivate the format chosen here for representing constraints, note that the constraints have three ingredients: a start address $ad_1$ and an end address $ad_2$ of the data flow, the part of the state that is being affected, and the transformation $F$ that is applied to the data that flows. For example, for the constraint (3) from Section 2.1 that corresponds to the instruction push $c$, we have $ad_1 = pc, ad_2 = pc + 1$, and $F = \lambda S.\text{push}(c, \hat{S})$.

This naturally leads to an inductive data type of the form

```
| S2S of Address * Address * (Stack$_P$ \rightarrow Stack$_P$) 
| L2L of Address * Address * (LocalVar$_P$ \rightarrow LocalVar$_P$) ...
```

where each constructor represents a type of dependency between components of the abstract state. For example, S2S is a constructor to express a constraint on an abstract stack which depends on another abstract stack. For the particular analysis discussed here eleven constructors were employed. A constraint, i.e., an object of type $\text{Constraint}_P$, is given the following relational interpretation:

$$\mathcal{R}[\cdot] : \text{constraint}_P \rightarrow (\text{State}_P \rightarrow \text{Prop})$$

For the constructors S2S and L2L the relational interpretation is

$$\mathcal{R}[\text{S2S } ad_1 \ ad_2 \ F](H, \hat{L}, \hat{S}) := F(\hat{S}(ad_1)) \sqsubseteq \hat{S}(ad_2)$$

$$\mathcal{R}[\text{L2L } ad_1 \ ad_2 \ F](H, \hat{L}, \hat{S}) := F(\hat{L}(ad_1)) \sqsubseteq \hat{L}(ad_2)$$

The alternative, functional view of constraints is given in Section 6.
4.2 Building the Intermediate Representation

As seen in Section 2.1 each instruction produces a set of constraints, e.g., Formulas (3) and (4) for the push instruction. Thus, we define a function Flow, which for each instruction, returns the corresponding list of constraints in a syntax of the form (6).

However, defining this function is slightly complicated by the fact that the constraints make reference to actual program points of the form \((m, pc)\) of the program \(P\) being analysed. In a paper-and-pencil proof, every instance of \((m, pc)\) implicitly refers to a valid program point. In a formal proof however, this fact must be stated explicitly. In a dependently-typed framework, the constraint generation will thus be parameterised by the program being analysed, yielding a function \(Flow_P\) which takes as argument an address \((m, pc)\) in the program \(P\) and generates the constraints corresponding to the type of instruction at \((m, pc)\). Continuing with the push instruction, the corresponding code part of \(Flow_P\) is:

\[
Flow_P \ := \ \lambda(m,pc) \\
\text{Case } \text{instructionAt}_P (m,pc) \text{ of} \\
\ |
\quad (\text{push } c) \rightarrow (S2S (m,pc) (m,pc+1) \lambda \mathcal{S}. \text{push} (\hat{c}, \mathcal{S})) :: \\
\quad (L2L (m,pc) (m,pc+1) \lambda \mathcal{L}. \hat{L}) \\
\]

We now define what it means for an abstract state \(\mathcal{S}\) to verify all the constraints of a program \(P\). With \(\text{Addr}_P\) denoting the set of addresses appearing in \(P\), and \(\mathcal{R}[\cdot]\) the relational interpretation of constraints defined in Section 4.1:

\[
\text{verifyAllConstraints}_P(\mathcal{S}) : \forall (m, pc) : \text{Addr}_P. \forall c \in Flow_P(m, pc). \mathcal{R}[c](\mathcal{S})
\]

Our constraint solver imposes two well-formedness properties on the constraints: **Monotonicity** of the functional part of the constraints must be proved. This is easy once monotonicity of the basic operators of the lattices has been proved in the lattice library, and does not depend on the constraint solving technique. **Address validity** of the constraints must also be proved to ensure that each address occurring in a constraint is in the range imposed by the different array lattices (i.e., the \text{max} parameter, cf. Section 3.1). This is necessary to ensure that all operations made on array elements (reading, writing) are valid.

5 Correctness

The analysis is correct if every abstract state \(\mathcal{S}\) satisfying all the constraints of the analysis, is an approximation of the reachable states \([P]\) of the program:

\[
\forall P : \text{Program}, \mathcal{S} : \widehat{\text{State}}_P. \text{verifyAllConstraints}_P(\mathcal{S}) \Rightarrow [P] \sim \mathcal{S} \quad (7)
\]

The implication (7) has been proved in Coq by well-founded induction on the length of the program executions. The base step is trivial. The induction step depends on whether the last instruction is return or some other instruction.
5.1 Induction Step: The Non-return Instructions

Let \( addr(\sigma) \) denote the address \((m, pc)\) of a state \( \sigma \) (cf. Section 2), and

\[
\sigma \vdash_P \widehat{\Sigma} : \forall c \in \text{Flow}_P(addr(\sigma)). \ R[c](\widehat{\Sigma})
\]  

(8)

the predicate expressing the fact that the abstract state \( \widehat{\Sigma} \) satisfies all the constraints at address \( addr(\sigma) \) of program \( P \). Moreover, for \( I \) an instruction, let \( \rightarrow_I \) denote the transition relation of \( I \) (examples of which have been given in Section 2). The general form of the induction step for an arbitrary Carmel instruction \( I \), except return, is of the form (9) defined below.

\[
\forall P : \text{Program}, \forall \sigma \in [P], \forall \widehat{\Sigma} : \text{State}_P . \ \sigma \sim \widehat{\Sigma} \land \sigma \vdash_P \widehat{\Sigma} \implies \forall \sigma' : \text{State}. \sigma \rightarrow_I \sigma' \Rightarrow \sigma' \sim \widehat{\Sigma}
\]  

(9)

That is, if a state \( \sigma \) is approximated by an abstract state \( \widehat{\Sigma} \) that satisfies all the constraints of \( \sigma \), and if, by performing instruction \( I \), the state \( \sigma \) evolves into \( \sigma' \), then \( \sigma' \) is approximated by \( \widehat{\Sigma} \) as well. We now sketch the proof of (9).

1. A Coq tactic unfolds the definition of the transition rule for instruction \( I \).
2. Then, another tactic unfolds the definitions of \( \sigma \sim \widehat{\Sigma} \) and \( \sigma \vdash_P \widehat{\Sigma} \) and automatically turns them into hypotheses of the current Coq goal\(^1\). For example, if \( \sigma = \langle \langle h, \langle m, pc, l, s \rangle : s f \rangle \rangle \), \( \widehat{\Sigma} = (\widehat{H}, \widehat{L}, \widehat{S}) \), and \( I = \text{push} \ c \) then the following hypotheses are generated:

\[
s \sim \widehat{S}(m, pc), \ \widehat{\text{push}}(c, \widehat{S}(m, pc)) \sqsubseteq \widehat{S}(m, pc + 1)
\]  

(10)

3. Next, the conclusion of the Coq goal: \( \sigma' \sim \widehat{\Sigma} \sim i.e., \) the new state \( \sigma' \) is approximated by the abstract state \( \widehat{\Sigma} = (\widehat{H}, \widehat{L}, \widehat{S}) \) — is split into three subgoals, one for each of the components \((\widehat{H}, \widehat{L}, \widehat{S})\) of \( \widehat{\Sigma} \).

In the case \( I = \text{push} \ c \), the subgoal corresponding to the abstract stack \( \widehat{S} \) is

\[
c :: s \sim \widehat{S}(m, pc + 1)
\]  

(11)

4. Finally, the subgoals generated at Step 3 are proved using the hypotheses generated at Step 2 and monotonicity of \( \sim \) with respect to \( \sqsubseteq \) (cf. Section 2). In the case \( I = \text{push} \ c \), the only non-trivial subgoal is represented by Formula (11) above. It is proved using the fact that push is a correct abstraction of the concrete push operator “::”, i.e., \( c :: s \sim \widehat{\text{push}}(c, \widehat{S}(m, pc)) \). This, together with the hypothesis (10) and the monotonicity of the approximation relation for stacks, implies the subgoal (11), and the proof is done.

\(^1\) This tactic simulates the standard Coq inversion tactic for inductive datatypes.
5.2 Induction Step: The Case of the return Instruction

Formula (9) above has the general aspect of the induction step in a proof by simple induction. That is, if the abstract state $\hat{\Sigma}$ approximates the concrete state $\sigma$ and $\hat{\Sigma}$ satisfies the constraints corresponding to $\sigma$, then $\hat{\Sigma}$ also correctly approximates all immediate successors $\sigma'$ of $\sigma$ by an instruction.

However, this is not true for the return instruction. This is because every return is preceded somewhere along the execution by an invokevirtual instruction, and, as seen in Section 2, invokevirtual not only pushes a new frame $f'$ on the call stack, but also makes a side effect on the operand stack of (the formerly first) frame $f$. Hence, the operand stack of frame $f$, as it was before the call, is not available any more when the return instruction occurs.

But, to prove correctness of the analysis, this information is essential. The information must be fetched from the state $\sigma''$ that precedes the invokevirtual call (responsible of the loss of the said information) that could have occurred arbitrarily far in the past. Hence, a well-founded induction argument is required.

Let $[P]_{<n}$ (respectively, $[P]_{=n}$) denote the set of states of program $P$ that are reachable using less than $n$ instructions (respectively, using exactly $n$ instructions). The induction step for the case of the instruction $I = \text{return}$ is:

$$\forall P : \text{Program}, \forall \hat{\Sigma} : \text{State}_{P}, \forall n \in \mathbb{N}. [\forall \sigma'' \in [P]_{<n}. \sigma'' \sim \hat{\Sigma} \land \sigma'' \vdash_{P} \hat{\Sigma}]$$

$$\implies \forall \sigma \in [P]_{=n}. [\sigma \sim \hat{\Sigma} \land \sigma \vdash_{P} \hat{\Sigma} \Rightarrow (\forall \sigma' : \text{State}. \sigma \rightarrow I \sigma' \Rightarrow \sigma' \sim \hat{\Sigma})]$$  \hspace{1cm} (12)

Formula (12) reads: if the abstract state $\hat{\Sigma}$ approximates, and satisfies all the constraints of all earlier states $\sigma''$ (well-founded induction hypothesis); and $\hat{\Sigma}$ correctly approximates, and satisfies the constraints of state $\sigma$; and $\sigma$ evolves, by performing a return instruction, into $\sigma'$; then, $\hat{\Sigma}$ approximates $\sigma'$ as well.

The proof of Theorem (12) is substantially more involved than the proofs of Theorems (9). It should be pointed out that this difficulty had been avoided by a previous pencil-and-paper proof [Han02], where the semantics of the invokevirtual instruction has been modified to avoid the side-effect on the call stack. This side-effect is the source of most difficulties in the correctness proof.

6 Resolution

Proofs in the Coq system are constructive. Via the Curry-Howard isomorphism, they thus may be seen as programs in a functional language benefiting from a rich type system. The program extraction mechanism provides a tool for automatic translation of these proofs into a functional language with a less rich type system, namely OCAML. The translation removes those parts of the proof that do not contribute to the actual construction of the result but are only concerned with proving that it satisfies its specification.

The proof-as-programs paradigm is sometimes presented as developing programs as a by-product of building a constructive proof interactively and incrementally for an "existential" theorem with a proof assistant. While this approach
is conceptually simple and appealing, the development of any non-trivial piece of software rather tends to be done by defining (most of) the function and then showing that it is indeed a witness to the theorem. In our case, this means that the type of the analyser function does not directly encode its correctness. Rather, correctness is proved after the definition of the function. This technique is favoured because it is simpler to control the efficiency of the resulting program.

6.1 Construction of the Analyser

The goal is to build an analyser that, given an input program, computes an abstract state that verifies all the constraints of the program. We construct a function `analyse` of dependent type \( (P : \text{Program}) \rightarrow \text{State}_P \) which must verify

\[
\forall P : \text{Program}, \ verifyAllConstraints_P(\text{analyse}_P)
\] (13)

In addition we want to obtain the least solution of the constraint system:

\[
\forall P : \text{Program}, \widehat{\Sigma} : \overline{\text{State}}_P \, \verifies \text{AllConstraints}_P(\widehat{\Sigma}) \Rightarrow \text{analyse}_P \subseteq \widehat{\Sigma}
\] (14)

The constraint resolution tool is based on the generic solver `lfp_list` (5) described in Section 3.2. The most difficult part of the work has already be done during the definition of the solver, i.e. proof of termination and correctness.

It is instantiated here with the particular abstract state lattice of the analysis (depicted in Figure 1); then,

- The constraints are collected from the lists defined by `Flow_P` (cf. Section 4).
- Each constraint is translated into a functional form, using a mapping

\[ \mathcal{F}[:] : \text{Constraint}_P \rightarrow (\overline{\text{State}}_P \rightarrow \overline{\text{State}}_P) \]

for which we prove that it preserves the monotonicity of constraints. E.g.,

\[
\mathcal{F}[S2S \, ad_1 \, ad_2 \, F] := \lambda (H, L, S). (\bot, \bot, \bot \rightarrow \bot \rightarrow F(S(ad1)))
\]

\[
\mathcal{F}[L2L \, ad_1 \, ad_2 \, F] := \lambda (H, L, S). (\bot, \bot \rightarrow \bot \rightarrow F(L(ad1))), \bot
\]

The resulting list of functional constraints is called `collect_func_P`. Hence,

\[
\forall f \in \text{collect_func}_P \ f \text{ is monotone}
\] (15)

We now have all the ingredients to define the constraint solver:

\[
\text{analyse}_P := \text{lfp_list}(\overline{\text{State}}_P, \text{collect_func}_P, \text{collect_func_monotone})
\]

where `collect_func_monotone` is the name given to the proof of (15).

By the properties of `lfp_list` (defined by Formula (5)) we know that `analyse_P` is the least abstract state \( \widehat{\Sigma} \) in \( \overline{\text{State}}_P \) verifying

\[
\forall f \in \text{collect_func}_P \ f(\widehat{\Sigma}) \subseteq \widehat{\Sigma}
\] (16)
To finish making the link between this result and the correctness of $\text{analyse}_P$ as defined by properties (13) and (14), we still have to prove the equivalence between relational and functional interpretation of constraints. Indeed, (16) deals with the functional interpretation, but the predicate $\text{verifyAllConstraints}$ used in the specification of the analyser interprets constraints as relations. The following theorem establishes the equivalence of these two interpretations

$$\forall c : \text{Constraint}_P, \hat{\Sigma} : \hat{\text{State}}_P, F[c](\hat{\Sigma}) \subseteq \hat{\Sigma} \iff R[c]\hat{\Sigma}$$

(17)

Note that the result depends on the validity of the addresses used in the constraints, a property that must be (and has been!) proved during the definition of $\text{Flow}_P$ (cf. Section 4).

By combining this result with (16), we finally can affirm that $\text{analyse}_P$ is the least solution of $\text{verifyAllConstraints}$. Thus, correctness of $\text{analyse}_P$ is proved.

We stress that this approach defines a methodology that remains valid for other analyses. Indeed, all proofs in this section are independent of the system of constraints defined by the user. They only depend on the different types of constraints introduced ($S2S$, L2L,...). As a consequence, modifications to the system of constraints only affect proofs made during Sections 4 and 5, rather than the construction and the correctness of the analyser.

7 Related Work

Proving correctness of program analyses is one of the main applications of the theory of abstract interpretation [CC77]. However, most of the existing proofs are pencil-and-paper proofs of analyses (formal specifications) and not mechanised proofs of analysers (implementations of analyses). The only attempt of formalising the theory of abstract interpretation with a proof assistant is, as far as we know, that of Monniaux [Mon98] who has built a Coq theory of Galois connections. Prost in his thesis [Pro99] conduces a theoretical study of the relation between type theory and program analysis, but this work did not lead to an implementation of a concrete analysis.

When it comes to program processing tools, mechanical verification has so far been focussed on the correctness of optimising compilers. Genet et al. [GJKP03] use the generic proof assistant PVS for proving the correctness of algorithms for transforming Java Card byte code into the more compact CAP format. Similar works was done by Denney [Den01], using the program extraction mechanism of Coq. These optimisations do not involve any sophisticated static analysis. Lerner et al. [LMC03] have developed Cobalt, a dedicated programming language for writing C program optimisers and automatically proving their soundness.

Several works on mechanical verification of program analyses have dealt with the Java byte code verifier. Barthe et al. [BDJ+01] have shown how to formalise the Java Card byte code verification in the proof assistant Coq by isolating the byte code verification in an executable semantics of the language. In [BDHdS01], they propose to automate the derivation of a certified verifier from a formalisation of the JCVM. Their approach does not rely on a general theory of static
analysis, and is oriented towards type verification. Bertot [Ber01] used the Coq system to extract a certified bytecode analyser specialized for object initialization, but no attention has been paid to the efficiency of the analyser. In [CGQ98], Coglio et al. described their ongoing efforts to implement a bytecode verifier by refinement from the specification of a constraint-solving problem on lattices. Klein and Nipkow [KN02] have proved the correctness of a Java bytecode verifier using the proof assistant Isabelle/HOL. In particular their work include a correctness proof of Kildall’s iterative workset algorithm for solving data flow equations. They also provide a modular construction of lattices. The major difference with our approach is the use of abstract data types that are not implementable as such. Casset et al. [CBR02] have extracted a proof-carrying code-based on-card bytecode verifier for Java Card from a high-level specification by a succession of refinement steps using the B technique. The development required the proof of thousands of proof obligations, of which several hundreds could not be dealt with automatically by the B prover. The B tool could most probably be used for building an analyzer like ours but we doubt that using B would lead to a simpler proof effort. In addition, the program extraction mechanism in B does not enjoy the same solid foundations as that of Coq. Hence our decision to base our development on Coq.

All these byte code verifiers deal with \textit{intra}-procedural type verification. In contrast, we have also shown how to handle \textit{inter}-procedural data flow analysis in a natural manner. This is due to the fact that we have cast our development in the general setting of Flow Logic [NN98] and constraint-based analysis. The Carmel Flow Logic analysis specified by Hansen also covers exceptions which means it is straightforward to extend our analyser to determine data flow arising from exceptions. It is not evident how such an extension would be done in the formal byte code verifier frameworks cited above.

8 Conclusion

In this paper, we have shown that it is feasible to construct a non-trivial, provably correct data flow analyzer using the program extraction mechanism of constructive logic implemented in Coq. This eliminates the gap that often exists between a paper-specification of an analysis and the analyser that is actually implemented. Our approach applies to any analysis expressed in the constraint-based Flow Logic specification framework and is hence applicable to a large variety of program analyses for different language paradigms. We have instantiated it to a data flow analysis for Java Card. To the best of our knowledge, it is the first formal construction (with proof of correctness) of a data flow analysis other than the Java byte code verifier.

The approach presented here helps in the development of the analyser. Formalising a program analyser in a proof assistant imposes a strict discipline that catches a certain number of bugs, including typing errors in the specification. The present development revealed several (innocuous) inaccuracies in the pencil-and-paper specifications and proof of correctness. Moreover, it pinpointed the
adjustment that had been made of the actual semantics of Java Card in the correctness proof on paper—an adjustment that (as argued in Section 5.2) made the proof far simpler than a proof done against a more accurate semantics.

The ease of use of the approach varies. The development of the lattice library required a Coq expert to structure the proofs of the properties associated with the lattice constructors. Once this library in place, it turned out to be a relatively straightforward task to prove correctness of the constraint generation and to extend the constraint generation to instructions others than those originally studied. It took a Coq neophyte less than two months to complete the correctness proof, including the time and effort needed to understand the general framework of the project. Only basic features of the tool, those available in any other general-purpose theorem prover, have been employed in this development.

Concerning efficiency, the extracted analyser performs well, taking only a few seconds to analyse 1000 lines of bytecode. The resulting extracted program is about 2000 lines of OCAML code. The extracted version of analyse have now a type Program → State because OCAML does not have dependent types. Future work will proceed in two directions. First, it would be desirable to be able to extract a variety of sophisticated constraint solvers from proofs using the general lattice theory. Whether such detailed programming is possible at the proof level remains to be seen. Second, further automation of the proof obligations in the above-described procedure for building analysers is necessary.
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Abstract. Graphs are an intuitive model for states of a (software) system that include pointer structures — for instance, object-oriented programs. However, a naive encoding results in large individual states and large, or even unbounded, state spaces. As usual, some form of abstraction is necessary in order to arrive at a tractable model.

In this paper we propose a decidable fragment of first-order graph logic that we call local shape logic (LSL) as a possible abstraction mechanism, inspired by previous work of Sagiv, Reps and Wilhelm. An LSL formula constrains the multiplicities of nodes and edges in state graphs; abstraction is achieved by reasoning not about individual, concrete state graphs but about their characteristic shape properties. We go on to define the concept of the canonical shape of a state graph, which is expressed in a monomorphic sub-fragment of LSL, for which we define a graphical representation. We show that the canonical shapes give rise to an automatic finite abstraction of the state space of a software system, and we give an upper bound to the size of this abstract state space.

1 Introduction

This paper is part of an investigation into the use of graphs as models of system states, for the (eventual) purpose of system verification, especially of software. In this approach, an individual system state (state snapshot) is modeled as an edge-labeled graph, in which the nodes roughly stand for the entities (records, objects) present in the state and the edges for properties or fields (attributes, variables) of those resources. The dynamic behavior of a system is modeled as a transition system in which the states are graphs in the above sense.

As usual in the context of verification, the main problem is state space explosion; i.e., the effect that, even for small systems, the number of states to be analyzed exceeds all reasonable bounds. The most promising solution technique to cope with this is abstraction, meaning that information is discarded from the model, after which it can be represented more compactly — usually at the cost of either soundness or completeness of the verification. In the context of graphs, we have previously studied abstraction techniques in [6,7]. The idea there is to have one or more nodes whose cardinality is not a priori fixed but may grow

* The work in this paper took place in the GROOVE project (Graphs for Object-Oriented Verification), funded under the Dutch NWO grant 612.000.314
unboundedly in the course of system execution. This idea can be found also in *shape graphs*, as defined by Sagiv, Reps and Wilhelm in [18]. There, too, some graph nodes (called *summary nodes*) stand for multiple instances; furthermore, shape graphs contain additional information about whether an edge is necessarily there for every instance of a given node and whether outgoing edges may be pointing to (i.e., sharing) the same node instance.

The current paper is a consequence of our earlier efforts, inspired by the work on shape graphs. We define a theory of graph shapes by formulating additional information about the node and edge multiplicity as a constraint in what we call *local shape logic* (LSL). LSL is essentially a fragment of typed first-order logic, where the typing is controlled by a *type graph*. The definition of LSL is parameterized by a *multiplicity algebra*, which partially controls the expressiveness of the logic. We show LSL to be decidable.

The combination of a type graph and a shape constraint gives rise to a (generalized) shape graph. Thus, each shape graph defines a set of state graphs, viz. those instances of the type graph that satisfy the shape constraint. Unfortunately, LSL formulae in general lack the appealing pictorial representation of graphs. To alleviate this, we define a graphical representation of a so-called *monomorphic* fragment of LSL, and we show that any shape graph is equivalent to a set of monomorphic shape graphs. Finally, we define a restricted class of *canonical* monomorphic shapes, with the property that there is an automatic abstraction from state graphs to canonical shapes. We show that the set of distinct canonical shape graphs is finite, and we give an upper bound for its size.

The paper is structured as follows: Sect. 2 contains basic definitions, in Sect. 3 we introduce local shape logic and show its decidability; and in Sect. 4 we discuss (monomorphic) shape graphs. Sect. 5 concludes and discusses related work. A more extensive exposition of the material presented here, including proofs of the main theorems, can be found in the full report version: see [16].

## 2 Graphs and Type Graphs

We represent states as graphs. Nodes can be thought of as *locations* or *objects*, and edges are used to represent *variables*, in particular *references*. For the formal definition, we assume the existence of a global set $\mathbf{N}$ of *nodes*, ranged over by $u, v, w$; subsets of $\mathbf{N}$ are denoted $N, V, W$. We use the symbol $\bot (\notin \mathbf{N})$ to denote an *undefined* node; for an arbitrary set $N \subseteq \mathbf{N}$ we write $N_\bot$ to denote $N \cup \{\bot\}$. We also assume a global set $\mathbf{L}$ of *labels*, ranged over by $a, b, c$.

**Definition 1 (graph).** A graph $G$ is a tuple $(N, E)$, where $N \subseteq \mathbf{N}$ is a finite set of nodes, and $E \subseteq N \times \mathbf{L} \times N_\bot$ is a finite set of edges.

It follows that a graph consists of binary edges $(v, a, w)$ with $w \in \mathbf{N}$ but also unary edges $(v, a, \bot)$. We also refer to unary edges as *node properties* or *node predicates*. For most purposes unary and binary edges will be treated uniformly. We use $\mathbf{G}$ to denote the set of all graphs, ranged over by $G, H$. Given a graph $G$, we denote the node and edge sets of $G$ by $N_G, E_G$, respectively. We drop the subscripts $G$ when clear from the context.
The value is too small to model a circular buffer, as a backwards-linked list.

The right hand side graph $H$ depicts a linked list, using a similar encoding.

The particular choice of node identities in a given graph is regarded as incidental and not as part of the structure: they only serve to distinguish the nodes from one another. In figures we usually omit the node identities altogether; the nodes are then already distinguished by their position. The same principle can be found also in the notion of graph morphism: these preserve only the structurally important information.

**Definition 2 (graph morphism).** Given two graphs $G, H$, a graph morphism $f$ from $G$ to $H$ is a function $f: N_G \to N_H$, strictly extended to $\perp$, such that $(f(p), a, f(q)) \in E_H$ for all $(p, a, q) \in E_G$.

$f: G \to H$ denotes that $f$ is a morphism from $G$ to $H$. A morphism $f$ is called injective [surjective, bijective] if $f$ is an injective [surjective, bijective] function both on nodes and edges.

In the following we also need the following (standard) notions of graph partitioning: for a given graph $G = (N, E)$, every node equivalence relation
\( \sim \subseteq N \times N \) gives rise to a partitioned graph \( G/\sim = (N/\sim, E/\sim) \) where

\[
\begin{align*}
N/\sim &= \{ [v]_\sim \mid v \in N \} \\
E/\sim &= \{ [v]_\sim, a, [w]_\sim \mid (v, a, w) \in E \}
\end{align*}
\]

(in which, as usual, \( [v]_\sim = \{ w \in N \mid v \sim w \} \) for all \( v \in N \); so \( [\bot]_\sim = \bot \). Furthermore, we use \( \pi_\sim : G \to G/\sim \) to denote the (surjective) morphism defined by \( \pi_\sim(v) = [v]_\sim \) for all \( v \in N \). Also, for an arbitrary partitioning \( \Pi \) of the set of nodes \( N \) and an arbitrary node \( v \in N_\bot \), we use \( [v]_\Pi \) to denote the unique \( V \in \Pi \) such that \( v \in V \); so \( [\bot]_\Pi = \bot \).

The graphs used to model the states of a given software system are, of course, not arbitrary. For one thing, not all edges or combinations of edges are allowed. To take the circular buffer \( G \) of Fig. 1, there are only eight labels; Buffer, Cell and Elem only occur as node predicates of mutually exclusive nodes; prev-edges only occur between Cell-nodes; et cetera. Such information can be captured partially using graph typings.

**Definition 3 (typing).** Let \( G \in G \) be arbitrary. A typing of \( G \) is a morphism \( \tau : G \to T \), where \( T \in G \) is called a type graph.

We call \( T \) a *type* of \( G \) and \( G \) an *instance* of \( T \). We use \( G^T \) to denote the set of instances of a graph \( T \). For instance, Fig. 2 shows types for the graphs in Fig. 1.

## 3 Shape Logic

The notion of graph typing is rather weak; the existence of a morphism from a would-be instance graph to a would-be type graph can only forbid but never enforce the presence of certain edges in the instance. To take the type graph \( U \) in Fig. 2, the *intention* is that any instance obeys the following structural properties (among others). Although \( H \) in Fig. 1 indeed satisfies these intended properties, \( U \) has many instances that do not.

1. Every List-labeled node has precisely one outgoing head-edge, to the first element of the corresponding list or to a Null-node;
2. There is precisely one Null-node;
3. Every Cell-node has precisely one outgoing next-edge, either to another Cell-node or to a Null-node;
4. Every Cell-node has either one incoming next-edge or one incoming head-edge (so Cell-nodes are not shared).
To strengthen the notion of typing we need to formulate additional constraints on instances. For this purpose we define a shape logic, $\text{SL}^T$, which is a first-order graph logic, defined relative to a type graph $T$. Later on (Sect. 3.2) we restrict this to a fragment of which we show decidability. We assume a countable set of variables $V$. Formulae of $\text{SL}^T$ are generated by the following grammar:

$$
\phi ::= \text{tt} \mid x = x \mid x \models a \mid x \Rightarrow x \mid \lnot \phi \mid \phi \lor \phi \mid \forall x : v. \phi .
$$

In this grammar, $a \in L$ denotes an arbitrary label, $x \in V$ an arbitrary (node) variable and $v \in N_T$ a node of the type graph $T$. We employ the usual abbreviations $\phi \Rightarrow \psi$, $\phi \land \psi$, $\exists x : v. \phi$, $\forall x : v. \phi$ and tt.

The predicates $x \models a$ and $x \Rightarrow y$ express that there exists a (unary resp. binary) $a$-labeled edge in a would-be instance of $T$, from the node denoted by $x$ and leading (in the case of a binary edge) to the node denoted by $y$. It is sometimes convenient to write $x \models a \downarrow$ rather than $x \models a$.

We consider only formulae that are well-typed according to $T$, in the sense that each free variable $x$ in a formula has an associated type node $v_x \in N_T$ such that $(v_x, a, \bot) \in E_T$ for all propositions $x \models a$ and $(v_x, a, v_y) \in E_T$ for all propositions $x \Rightarrow y$. We do not work this out formally here.

**Example 2.** Using $\text{SL}$ we can give a much tighter characterization of lists than through type graphs. Given $U$ in Fig. 2, consider the following $\text{SL}^U$-constraints:

$$
\forall x : v_1 . x \mathsf{List} \land ((\exists ! y : v_2 . x \mathsf{head} \Rightarrow y \land \not y : v_3 . x \mathsf{head} \Rightarrow y) \\
\lor (\exists ! y : v_3 . x \mathsf{head} \Rightarrow y \land \not y : v_2 . x \mathsf{head} \Rightarrow y))
$$

(1)

$$
(\exists ! y : v_3 . \text{tt}) \land (\forall x : v_3 . x \mathsf{Null})
$$

(2)

$$
\forall x : v_2 . (\exists ! y : v_2 . x \mathsf{next} \Rightarrow y \land \not y : v_3 . x \mathsf{next} \Rightarrow y) \lor (\exists ! y : v_3 . x \mathsf{next} \Rightarrow y \land \not y : v_2 . x \mathsf{next} \Rightarrow y)
$$

(3)

$$
\forall x : v_2 . (\exists y : v_1 . y \mathsf{next} \Rightarrow x \land \not x : v_2 . y \mathsf{next} \Rightarrow x) \lor (\not y : v_1 . y \mathsf{next} \Rightarrow x \land \exists ! y : v_2 . y \mathsf{next} \Rightarrow x)
$$

(4)

$$
\exists x : v_4 . \not y : v_4 . y \mathsf{val} \Rightarrow x
$$

(5)

Constraints (1)–(4) precisely capture the list properties enumerated above. On the other hand, (5) expresses that there exists an Elem-node not reachable from a Cell-node; this is not satisfied by the $U$-typing of $H$.

Note that we can not express in $\text{SL}$ that every $v_2$-instance should be connected by a sequence of next-edges to a $v_3$-instance. This is a consequence of the inability of first-order graph logic to express connectedness (see, e.g., Courcelle [5]).

**Example 3.** Assume an additional edge $(v_4, \text{leq}, v_4)$ in $U$ of Fig. 2, modeling a pre-order $<$ over Elem-nodes; that is, $(v, \text{leq}, w) \in E$ implies $v < w$. The following constraints express that $<$ is transitive and Cell-values are in ascending order:

$$
\forall x : v_4 . \forall y : v_4 . \forall z : v_4 . x \mathsf{leq} y \land y \mathsf{leq} z \Rightarrow x \mathsf{leq} z
$$

(6)

$$
\forall c_1 : v_2 . \forall c_2 : v_2 . \forall x_1 : v_4 . \forall x_2 : v_4 . c_1 \mathsf{next} \Rightarrow c_2 \land c_1 \mathsf{val} \Rightarrow x_1 \land c_2 \mathsf{val} \Rightarrow x_2 \Rightarrow x_1 \mathsf{leq} x_2
$$

(7)

The meaning of a shape constraint is defined as the set of typings that satisfy it. Formally, satisfaction of a formula $\phi \in \text{SL}^T$ is defined by a ternary predicate $\tau, \theta \models \phi$, where $\tau : G \rightarrow T$ is a typing and $\theta : \text{fv}(\phi) \rightarrow N_G$ a valuation of the free
variables of $\phi$ (extended strictly to $\perp$) such that $\tau(\theta(x)) = v_x$ for all $x \in fv(\phi)$. The following rules, plus the obvious ones for $\ttt$, $\lor$ and $\land$, define $\models (\theta[v/x]$ denotes the valuation that maps $x$ to $v$ and equals $\theta$ elsewhere):

$$
\begin{align*}
\tau, \theta \models x = y & \quad \text{if } \theta(x) = \theta(y) \\
\tau, \theta \models x \neq y & \quad \text{if } (\theta(x), a, \theta(y)) \in E_G \\
\tau, \theta \models \forall x : v. \phi & \quad \text{if } \tau, \theta \{ w/x \} \models \phi \text{ for all } w \in \tau^{-1}(v).
\end{align*}
$$

Unfortunately, although shape logic clearly strengthens the notion of typing as intended, it does too much of that. Being a (non-monadic) first order logic, SL is not decidable, which is necessary if it is to be used for verification. Instead, we define a reduced fragment which only allows to express local shape properties: *multiplicities* of single node instances, and of their incoming and outgoing edges.

### 3.1 Multiplicities

A multiplicity is an abstract indication the cardinality of a given set; for instance, the set of instances of a given (type) node or the set of edges leaving a node.

**Definition 4.** A multiplicity algebra is a tuple $\langle M, \cdot, \cdot, \inter, 0, 1 \rangle$ where

- $M$ is a set of multiplicities;
- $\cdot : \cdot \subseteq \mathbb{N} \times M$ is membership. For $\mu \in M$ we denote $\mathbb{N}^\mu = \{m \in \mathbb{N} \mid m : \mu\}$;
- $\inter : 2^M \to M$ is intersection, such that $\mathbb{N}^\inter M = \{m \in M \mid \forall \mu \subseteq M, \mathbb{N}^\mu\}$.
- $0 \in M$ is the zero multiplicity, such that $\mathbb{N}^0 = \{0\}$;
- $1 \in M$ is the singular multiplicity, such that $\mathbb{N}^1 = \{1\}$.

It can be deduced that $M$ also contains the inconsistent multiplicity $\perp = \inter M$ and a universal multiplicity $\top = \inter 0$ (thus $\mathbb{N}^\perp = 0$ and $\mathbb{N}^\top = \mathbb{N}$). Some derived concepts (where $\mu, \mu_1, \mu_2 \in M$ are arbitrary and $V$ is an arbitrary set):

- Lower bounds $\lceil \mu \rceil = \min \mathbb{N}^\mu$ (where $\min \emptyset = \omega$);
- Upper bounds $\lceil \mu \rceil = \max \mathbb{N}^\mu$ (where $\max \emptyset = \omega$ and $\max \emptyset = 0$);
- Multiplicity addition $\mu_1 \oplus \mu_2 = \inter \{\mu \in M \mid m_1 \mu_1 \land m_2 \mu_2 \Rightarrow m_1 + m_2 : \mu\}$;
- A partial multiplicity ordering $\mu_1 \subseteq \mu_2 \Leftrightarrow \mu_1 \inter \mu_2 = \mu_1$;
- Set multiplicity $\#_M V = \inter \{\mu \in M \mid \#_V : \mu\}$ (where $\#_V$ is $V$’s cardinality).

It follows that $\mathbb{N}^{\mu_1 \oplus \mu_2} \supseteq \mathbb{N}^{\mu_1} + \mathbb{N}^{\mu_2}$ (where addition is extended pointwise to sets) and $\mu_1 \subseteq \mu_2$ if and only if $\mathbb{N}^{\mu_1} \subseteq \mathbb{N}^{\mu_2}$.

- We call $M$ interval based if $\mathbb{N}^\mu = \{i \in \mathbb{N} \mid \lceil \mu \rceil \leq i \leq \lceil \mu \rceil \}$ for all $\mu \in M$.
- We say that $M$ has collective complements if for all $\mu \in M$, there is a set $\mu \subseteq M$ such that $\mu \inter \nu = \perp$ for all $\nu \in \mu$, and $\mathbb{N}^\mu \cup \bigcup_{\nu \in \mu} \mathbb{N}^\nu = \mathbb{N}$.

Henceforth, we only consider interval-based multiplicity algebras. In examples we will use, apart from the multiplicities enforced by the definition, $\top$ for *at least one* and $\uparrow$ for *more than one* (hence $\mathbb{N}^\top = \{1, \ldots\}$ and $\mathbb{N}^\uparrow = \{2, \ldots\}$). Note that $\{\perp, 0, 1, \uparrow, \uparrow, \top\}$ has collective complements; in particular, $0 = \uparrow$ and $1 = \{0, \uparrow\}$. Membership, addition and intersection for this set are shown in Table 1.

**Example 4.** The multiplicities in the UML are ranges $i..j$ where $i \in \mathbb{N}$ and $j \in \mathbb{N} \cup \{\ast\}$ with $i \leq j$ — where $\ast$ denotes “arbitrarily many” and satisfies $k < \ast$ and $\ast + k = \ast + \ast = \ast$ for all $k \in \mathbb{N}$. After adding $\perp$, this gives rise to the largest interval based multiplicity algebra.
Table 1. Multiplicity membership, addition and ordering

<table>
<thead>
<tr>
<th>m : condition</th>
<th>⊕</th>
<th>T</th>
<th>↓</th>
<th>1</th>
<th>0</th>
<th>↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>m &gt; 1</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>m &gt; 0</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>m = 1</td>
<td>1</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>1</td>
<td>↓</td>
</tr>
<tr>
<td>m = 0</td>
<td>0</td>
<td>T</td>
<td>↑</td>
<td>1</td>
<td>0</td>
<td>↓</td>
</tr>
<tr>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
<td>⊥</td>
</tr>
</tbody>
</table>

3.2 Local Shape Logic

On the basis of a multiplicity algebra we now define local shape logic, LSL\(^T\), as the set of formulae \(\phi\) generated by the following grammar:

\[
\xi ::= v \mid \xrightarrow{a} v \mid \xleftarrow{a} v \mid a .
\]

\[
\phi ::= \text{tt} \mid \mu[\xi] \mid \neg \phi \mid \phi \lor \phi \mid \forall_v \phi .
\]

\(\xi\) ranges over (node or edge set) expressions: \(v\) stands for the set of instances of the type node \(v\) (\(\in N_T\)); \(\exists_v v\) stands for the set of \(a\)-labeled edges from the current node to some instance of \(v\); \(\xleftarrow{a} v\) is the dual, expressing the set of \(a\)-labeled edges from some instance of \(v\) to the current node; and \(\exists_v v\) stands for the (empty or singleton) set of \(a\)-labeled unary edges from the current node.

The formula \(\mu[\xi]\) expresses that the set denoted by \(\xi\) has multiplicity \(\mu\) (\(\in \text{M}\)), and \(\forall_v \phi\) expresses that \(\phi\) holds for all instances of \(v\). We write \(\exists_v \phi\) for the dual of \(\forall_v \phi\). The following example gives an impression of the scope of LSL\(^T\).

Example 5. The constraints in Ex. 2 have equivalent counterparts in LSL\(^T\):

\[
(1') \forall_v \langle \left[\text{List}\right] \rangle \land (\langle 1 [\text{head} \rightarrow v_2] \rangle \land \langle 0 [\text{head} \rightarrow v_3] \rangle) \lor (\langle 0 [\text{head} \rightarrow v_2] \rangle \land \langle 1 [\text{head} \rightarrow v_3] \rangle)
\]

\[
(2') \langle 1 [v_3] \rangle \land \forall_v \langle \left[\text{Null}\right] \rangle
\]

\[
(3') \forall_v (\langle 1 [\text{next} \rightarrow v_2] \rangle \land \langle 0 [\text{next} \rightarrow v_3] \rangle) \lor (\langle 0 [\text{next} \rightarrow v_2] \rangle \land \langle 1 [\text{next} \rightarrow v_3] \rangle)
\]

\[
(4') \forall_v (\langle 1 [\xi \text{head} \rightarrow v_1] \rangle \land \langle 0 [\xi \text{next} \rightarrow v_2] \rangle) \lor (\langle 0 [\xi \text{head} \rightarrow v_1] \rangle \land \langle 1 [\xi \text{next} \rightarrow v_3] \rangle)
\]

\[
(5') \exists_v \langle 0 [\xi \text{val} \rightarrow v_2] \rangle
\]

On the other hand, the constraints in Ex. 3 do not have an equivalent counterpart in LSL\(^T\). Informally, the reason is that these constraints express structural properties involving more than two nodes at a time.

Clearly, LSL\(^T\) formulae can be regarded as sugared SL\(^T\)-formulae. We give a direct semantics for LSL\(^T\), shown in [16] to coincide with the SL\(^T\)-semantics of the de-sugared formulae. The meaning of expressions \(\xi\) is given by the following function, where \(\tau: G \rightarrow T\) is a typing and \(u \in N_G\):

\[
[\xi]_{\tau, u} = \{u, a, w \in E_G \mid v = \tau(w)\}
\]

\[
[\xi]_{\tau, u} = \{w \in N_G \mid v = \tau(w)\}
\]

\[
[\xi]_{\tau, u} = \{(u, a, \bot) \in E_G\}
\]

\[
[\xi]_{\tau, u} = \{w \in N_G \mid v = \tau(w)\}
\]
We now define a satisfaction relation $\tau, u \vDash_{LSL} \phi$ for $\phi \in LSL^T$. The rules for
negation and disjunction are as always; we just show the special constructors.

\[
\begin{align*}
\tau, u \vDash_{LSL} \mu[\xi] & \quad \text{if } \#[\xi]_{\tau,u} : \mu \\
\tau, u \vDash_{LSL} \forall v \phi & \quad \text{if } \tau, w \vDash \phi \text{ for all } w \in \tau^{-1}(v).
\end{align*}
\]

Henceforth, we will drop the suffix $_{LSL}$. Some notational shorthand for $LSL$:

- $\mu[\Xi]$ for a finite set of expressions $\Xi$ will express that the sum of the
  multiplicities of the expressions in $\Xi$ equals $\mu$, i.e., $\mu = \bigoplus_{\xi \in \Xi} \mu_\xi$ where
  for all $\xi \in \Xi$, $\mu_\xi$ is the smallest multiplicity w.r.t. $\subseteq$ such that $\mu_\xi[\xi]$. More precisely:

\[
\mu[\{\xi_i\}] \equiv \bigvee_{i=1}^{\mu} \bigwedge_i \{\mu_i[\xi_i]\}.
\]

- $\mu[A \rightarrow V]$ for a finite set of nodes $V$ is equivalent to $\mu[\{A \rightarrow v \mid v \in V\}]$ and
  $\mu[\lambda A V]$ is equivalent to $\mu[\{\lambda A v \mid v \in V\}]$.

For instance, $\uparrow[\{\xi_i\}]$ is shorthand for $\bigvee_i (\uparrow[\xi_i] \land \bigwedge_{j \neq i} \uparrow[\xi_j])$ and
$\uparrow[\{\xi_i\}]$ for $\bigwedge_i (\uparrow[\xi_i] \land \bigwedge_{j \neq i} \uparrow[\xi_j])$. Concretely, we may abbreviate constraint (4') of Ex. 5
to $\forall v_2 \{\xi_{\text{head}} \rightarrow v_1 \mid \xi_{\text{next}} \rightarrow v_2\}$ and (3') to $\forall v_2 \{\xi_{\text{next}} \rightarrow \{v_2, v_3\}\}$. As another example, in
the circular buffer type graph $T$ in Fig. 2 we should have $\forall v_2 \{\text{empty} \mid \text{val} \rightarrow v_3\}$.

Satisfiability, implication and equivalence of local shape logic are decidable. We prove this by defining a translation from $LSL$ to sets of integer programs
(IPs),\footnote{An integer program is a set of linear equations for which an integer solution is sought.
Such a program can be represented by a matrix $A \in \mathbb{Z}^{m \times n}$ together with a vector
$b \in \mathbb{Z}^n$; a solution is then a vector $x \in \mathbb{Z}^m$ for which $A \cdot x = b$.} such that a given formula is satisfiable if and only if (at least) one integer program
in the corresponding set has a solution.

**Theorem 1.** Let $T \in G$ be arbitrary and let $M$ be an arbitrary multiplicity
algebra with collective complements. For every formula $\phi \in LSL^T$ there is a set
$S$ of IPs, such that $\phi$ is satisfiable if and only if some IP in $S$ admits a solution.
The proof (which can be found in [16]) proceeds by first defining a disjunctive
normal form for $LSL$ formulae; for each of the conjunctive sub-terms of the
normal form there is a (more or less) direct translation to a characteristic IP.
The inverse of the theorem also holds: for any IP there is an $LSL$-formula whose
instances essentially correspond to solutions of the IP. See [16] for details. From
the decidability of integer programming (see, e.g., [15]) follows:

**Corollary 1 (decidability).** Satisfiability of $LSL^T$ is decidable for any $T \in G$.

4 Shape Graphs

We now combine type graphs with shape constraints; the resulting models will
take over the role of type graphs in capturing intended graph structure.

**Definition 5.** A shape graph is a tuple $\Gamma = (T, \phi)$ where $T$ is a type graph and
$\phi \in LSL^T$ a closed shape constraint. A $\Gamma$-shaping (or just shaping) is a typing
$\tau : G \rightarrow T$ such that $\tau \vDash \phi$. We will call $\Gamma$ a shape of $G$ and $G$ an instance of $\Gamma$. 
To abstract morphism

Definition 6. Given two shape graphs \( \Gamma, \Delta \), an abstraction \( \alpha: \Gamma \rightarrow \Delta \) is a morphism \( \alpha: T_\Gamma \rightarrow T_\Delta \) such that \( \phi_\Gamma \Rightarrow \alpha^{-1}(\phi_\Delta) \).

Example 7. Taking into account the shape constraints discussed in Examples 5 and 6, the following mapping \( \alpha_1 \) defines an abstraction from the right hand side of Fig. 2 to the left hand side of Fig. 3, whereas \( \alpha_2 \) defines an abstraction from the right hand side of Fig. 3 to the right hand side of Fig. 2.

\[
\begin{align*}
\alpha_1 &= \{(v_1, v_1), (v_2, v_2), (v_3, v_2), (v_4, v_3)\} \\
\alpha_2 &= \{(v_1, v_1), (v_2, v_2), (v_3, v_2), (v_4, v_3), (v_5, v_4)\} \\
\end{align*}
\]

We write \( \alpha: \Gamma \rightarrow \Delta \) to denote that \( \alpha \) is an abstraction from \( \Gamma \) to \( \Delta \). Note that abstractions can be composed. The following is immediate.

**Proposition 1.** If \( \tau: G \rightarrow \Gamma \) is a shaping and \( \alpha: \Gamma \rightarrow \Delta \) an abstraction, then \( \alpha \circ \tau: G \rightarrow \Delta \) is a shaping.
A shape graph can be seen as a specification of the set of state graphs of which it is a shape. Alternatively we may consider sets of shape graphs. We call two sets of shape graphs, $\Gamma$ and $\Delta$, equivalent if they specify the same sets of instances:

$$\Gamma \equiv \Delta \iff \forall G \in \mathbf{G} : (\exists \Gamma \in \Gamma, \tau : \tau : G \to \Gamma) \iff (\exists \Delta \in \Delta, \tau : \tau : G \to \Delta).$$

For instance, if $\phi_\Gamma = \bigvee_c \phi_c$ then $\{\Gamma\} \equiv \{T_\Gamma, \phi_c\}_c$.

4.1 Monomorphic Shapes

Due to the combination of conjunction and disjunction in shape constraints, shape graphs are not easy to visualize, or to reason about on an intuitive level. This may not be important from a formal point of view but makes shape graphs less useful when it comes to conveying ideas and principles. To alleviate this, we define a monomorphic fragment of local shape logic for which a concise visual representation can be given, and we show that every shape graph is equivalent to a set of monomorphic shape graphs.

Definition 7. A shape graph $\Gamma$ is monomorphic if there is a partitioning $\Pi$ of $N_\Gamma$ and consistent multiplicities $\mu^v$ for $v \in N_\Gamma$ and $\mu^{v,a,w}_\Pi, \mu^{v}_\Pi$ for $(v,a,w) \in E_\Gamma$, such that $\phi_\Gamma$ is equivalent to

$$\bigwedge_{v \in N} \mu^v\bigwedge (v,a,w) \in E \left(\forall_w \mu^{v,a,w}_\Pi \left[ \Leftarrow \left. \alpha \right| [w]_\Pi \right] \land \forall_w \mu^{v}_\Pi \left[ \Leftarrow \left. \omega \right| [v]_\Pi \right] \right).$$

Thus, the multiplicity of each edge $e = (v,a,w)$ in a monomorphic shape graph is constrained by precisely one (combined) incoming edge predicate $\Leftarrow \left. \alpha \right| [v]_\Pi$ for $w$ with multiplicity $\mu^{v,a,w}_\Pi$, and precisely one (combined) outgoing edge predicate $\Leftarrow \left. \omega \right| [v]_\Pi$ for $v$ with multiplicity $\mu^{v}_\Pi$. Note that a monomorphic shape graph is completely characterized by the type graph $T$, the partitioning $\Pi$ and the multiplicities $\mu^v$ for $v \in N$ and $\mu^{v,a,w}_\Pi, \mu^{v}_\Pi$ for $(v,a,w) \in E$.

We use the term monomorphic because, in a sense, these constraints specify a singular shape — as seen from their conjunctive form. To some degree, the nondeterminism in a monomorphic shape constraint is “pushed” into the syntactic sugar, i.e., the collective predicates of the form $\mu^\Gamma [\Xi]$. Another degree of variability is obtained by taking sets of monomorphic shape graphs to represent states. Indeed, it can be proved that sets of monomorphic shape graphs are equally expressive to arbitrary shape graphs. Formally:

Theorem 2. For any shape graph $\Gamma$ there exists a set of monomorphic shape graphs $\Delta$ such that $\{\Gamma\} \equiv \Delta$.

Example 8. The shape graph $\Gamma$ consisting of $U$ in Fig. 2 as a type graph and the conjunction of (1′)–(4′) in Ex. 5 as a shape constraint is not monomorphic: Constraint (4′) contains a disjunction $(1[\leftarrow \mathrm{head} v_1] \land 0[\leftarrow \mathrm{next} v_2]) \lor (0[\leftarrow \mathrm{head} v_1] \land 1[\leftarrow \mathrm{next} v_2])$ that cannot be rewritten to the appropriate form. Indeed, this is a typical example where the local shape is not singular: the constraint expresses that a Cell-node either has an incoming head-edge or an incoming next-edge. For $\Gamma$ to be monomorphic, these two cases should be embodied in distinct nodes of the type graph. The more concrete type graph on the right hand side of Fig. 3 does
make this distinction and is, in fact, monomorphic. On the other hand, the similar formula \( (1[\text{head}, v_2] \land 0[\text{head}, v_3]) \lor (0[\text{head}, v_2] \land 1[\text{head}, v_3]) \) in Constraint \((1')\) does not violate monomorphism: it is equivalent to \( 1[\text{head}, \{v_2, v_3\}] \).

As an example of the equivalence in Th. 2, note that the non-monomorphic \( \Gamma \) is equivalent to (the singleton set consisting of) the monomorphic shape graph in Fig. 4. The left hand shape in Fig. 3 gives rise to almost the same monomorphic shape graph, but without the 1-multiplicity at the Null-node. In the meanwhile, the single-shape property gives rise to the desired graphical representation. We can depict monomorphic shape graphs as follows:

- Nodes and edges with 0 multiplicity are omitted.
- Each node \( v \in N \) receives an “outgoing edge port” for each \( a \) such that \( \exists (v, a, w) \in E \); all outgoing \( a \)-edges are drawn as starting from this port, and the multiplicity \( \mu^{v, a, [w]n} \), if unequal to \( \top \), is written at the port.
- Likewise, \( v \) receives an “incoming edge port” for each \( a \) such that \( \exists (w, a, v) \in E \); \( \mu^{w, a, [a]n} \) is written there unless it equals \( \top \).
- Node multiplicities unequal to \( \top \) are written inside the nodes.

For instance, the monomorphic right hand shape graph of Fig. 3 is represented in this form in Fig. 4.

### 4.2 Canonical Shapes

Among the many different (monomorphic) shapes of a given state graph, it is useful to single out one that can be generated from the graph automatically, and whose size is bounded, not by the size of the state graph but by some global constant. For this purpose, we introduce the notion of a canonical shape. The idea of a canonical shape is that nodes are distinguished only if their local structure is sufficiently different in the first place.

To work this out, we just have to define “sufficiently different.” In this paper we take a very straightforward notion: the multiplicities of the sets of incoming and outgoing edges should be the different for some edge label. For an arbitrary graph \( G \in \mathbf{G} \), define characteristic functions \( \gamma_G, \gamma_G' : N \times L \to M \) as follows:

\[
\gamma_G : (v, a) \mapsto \#_M \{ u \mid (v, a, u) \in E \} \quad \gamma_G' : (v, a) \mapsto \#_M \{ u \mid (u, a, v) \in E \}
\]
We consider $v, w \in N$ to be shape-indistinguishable if the characteristic functions yield the same result for all edge labels:

$$v \sim w \iff \forall a \in L : (\gamma_v^G(v, a), \gamma_a^G(v, a)) = (\gamma_w^G(w, a), \gamma_a^G(w, a)) .$$

The canonical shaping of a graph $G$ will equate all $\sim$-equivalent nodes of $G$; the edge multiplicities are determined by the characteristic function.

**Definition 8.** Let $G$ be a graph and $i \in \mathbb{N}$. The canonical shaping of $G$ is given by the projection morphism $\pi_\sim: G \to \Sigma$, where $\Sigma$ is a monomorphic shape graph with $T_\Sigma = G/\sim$, $\Pi_\Sigma = \{N_G\}$ and for all $V \in N_\Sigma$ and $(V, a, W) \in E_\Sigma$

$$\mu^V = \#MV$$
$$\mu^{(V, a, N_G)} = \gamma_{v}^G(v, a) \text{ for any } v \in V$$
$$\mu^{(N_G, a, W)} = \gamma_{w}^G(w, a) \text{ for any } w \in W .$$

By the definition of $\gamma_v^G$ and $\gamma_w^G$, the choice of $v \in V$ resp. $w \in W$ in the side conditions is irrelevant.

**Example 9.** Fig. 5 shows the canonical shapes $\Sigma_G$ and $\Sigma_H$ of the circular buffer instance $G$ and the list instance $H$ in Fig. 1. Note that the (only) $\text{Elem}$-node in $\Sigma_G$ has multiplicity $\uparrow$ but incoming edge multiplicity 1. This indicates that there are multiple instances of this node, but they are not shared. In contrast, $\Sigma_H$ has two distinct $\text{Elem}$-nodes, one of which is shared whereas the other is not.

By construction, canonical shapes are monomorphic; but we can actually characterize them more closely than that. For an arbitrary monomorphic shape graph $\Gamma$ we again define characteristic functions $\gamma_{\to}^{\Gamma}, \gamma_{\leftarrow}^{\Gamma}: N \times L \to M$, as follows:

$$\gamma_{\to}^{\Gamma} : (v, a) \mapsto \bigoplus \{\mu^{v, a, [w]} | (v, a, w) \in E\}$$
$$\gamma_{\leftarrow}^{\Gamma} : (v, a) \mapsto \bigoplus \{\mu^{[w]} a, v | (w, a, v) \in E\} .$$

**Definition 9.** A monomorphic shape graph $\Gamma$ is called canonical if $\Pi = \{N_\Gamma\}$ and $\forall a \in L : (\gamma_{\leftarrow}^{\Gamma}(v, a), \gamma_{\leftarrow}^{\Gamma}(v, a)) = (\gamma_{\to}^{\Gamma}(w, a), \gamma_{\to}^{\Gamma}(w, a))$ implies $v = w$. 

---

**Fig. 5.** Canonical shapings of the buffer and list graphs in Fig. 1
The following proposition states that this is a valid characterization of the canonical shapings obtained from Def. 8.

**Proposition 2.** \( \Sigma_G \) is a canonical shape graph for any \( G \in G \).

We propose canonical shape graphs as a workable state space abstraction. The following theorem states that the set of canonical shape graphs is finite, albeit still very large. As a corollary, it follows that, in contrast to monomorphic shapes, canonical shapes are not as expressive as general shape graphs: the number of inequivalent shape graphs is infinite.

**Theorem 3.** Assume \( L \) to be a finite set.

1. The number of canonical shape graphs is \( O(2^{n^2 \cdot \#L \cdot \#M^n}) \) with \( n = \#M^{2 \cdot \#L} \).
2. The number of canonical shape graphs over a type graph \( T \) is \( O(\#M^{n+2m}) \), where \( n = \#N_T \) and \( m = \min(\#E_T, \#N_T \cdot \#\{(p, a, q) \in E_G\}) \).

The upper bound can be improved somewhat (see [16]): \( \#M \) can be replaced by the number of minimal consistent multiplicities; for instance, in our chosen multiplicity algebra this is the set \( \{0, 1, \uparrow\} \), hence \( \#M = 6 \) can be improved to 3. Even so, however, the number of canonical shapes, even over a fixed type graph, is exponential. Still, canonical shape graphs do provide an automatic abstraction from possibly unbounded state graphs to a finite operational model. It will remain to be seen how well the abstraction performs in practice.

## 5 Conclusion

We discuss below some related work, which is in some cases quite close to that presented in the current paper. In this comparison we stress similarities not differences. Before doing so, however, we point out some aspects of our approach that, combined, distinguish our work from the papers cited below:

- The explicit use of a multiplicity algebra.
- The use of a decidable, but still quite expressive, logic over type graphs.
- The graphical representation of monomorphic shapes.
- The automatic abstraction to (bounded) canonical shapes.

**Related work.** The logic presented here is closely related to logics developed for static analysis, especially based on shape graphs, with Benedikt, Reps and Sagiv [3] as a prime example — but see also [9,12]. The main difference is that their approach is more language-oriented and models states as stores, in which pointer variables are distinguished from field selectors. For instance, the logic \( L_r \) defined in [3] can express the existence of paths between pointer variables, and node sharing along (forward) paths from pointer variables — where the pointer variables are fixed, i.e., no quantification is possible. We conjecture that LSL and \( L_r \) are independent.

In a setting more similar to ours, Baldan, König and König [2] have recently defined a graph abstraction logic for essentially the same purpose as LSL. The main difference is that their logic does not have nodes but edges as basic entities.
Another logic for graphs is studied by Cardelli, Gardner and Ghelli in [4]. This so-called spatial logic is intended for the purpose of querying graphs but looks to be suited also for typing them. It allows quantification over both nodes and edges and appears to be properly encompassing SL.

Also fairly recently, O’Hearn, Reynolds and Yang have proposed, in a series of papers [14,20,17], a branch of logic called separation logic for reasoning about dynamic storage allocation. A prime feature of the logic is the ability to express the partitioning of a graph into disjoint subgraphs — a feature also present in spatial logic. Apart from this commonality, however, separation logic is more similar in spirit to that by Sagiv et al., discussed above.

There is a close connection of LSL to description logic, a long-standing approach to knowledge representation; see [1] for an overview. One important feature of description logic that is missing altogether from LSL is the intersection of concepts — which in our setting would be represented best by an inheritance between nodes. In the theory of graph types, we have only seen this in a recent paper by Ferreira and Ribeiro [8]. Taking inspiration from description logic, node inheritance is an issue we intend to investigate in the future.

Expressiveness and decidability. One of our main results is the decidability of LSL (Cor. 1). This is actually a consequence of prior decidability results in first-order logic, though we became aware of the relevant facts only after finishing the work reported here. Briefly: any LSL formula containing just multiplicities ↑ is equivalent to a formula of \( L^2 \), first order logic on two variables. This fragment was shown a long time ago to be decidable by Scott [19] and later to be NEXPTIME-complete [13,10]. Moreover, an arbitrary formula of LSL is equivalent to a formula in \( C^2 \), two-variable first-order logic with counting quantifiers, which was shown decidable in [11]. In fact, LSL is strictly less expressive than \( C^2 \). See [16] for a more extensive overview.
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